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ABSTRACT

A wide variety of least-squares linear regression procedures used in observational astronomy, particularly investigations of the cosmic distance scale, are presented and discussed. We emphasize that different regression procedures represent intrinsically different functionalities of the data set under consideration and should be used only under specific conditions. Discussion is restricted to least-squares approaches, and for most methods computer codes are located or provided. The classes of linear models considered are (1) unweighted regression lines, some discussed earlier in Paper I of this series, with bootstrap and jackknife resampling; (2) regression solutions when measurement error, in one or both variables, dominates the scatter; (3) methods to apply a calibration line to new data; (4) truncated regression models, which apply to flux-limited data sets; and (4) censored regression models, which apply when nondetections are present.

For the calibration problem we develop two new procedures: a formula for the intercept offset between two parallel data sets, which propagates slope errors from one regression to the other; and a generalization of the Working-Hotelling confidence bands to nonstandard least-squares lines. They can provide improved error analysis for Faber-Jackson, Tully-Fisher, and similar cosmic distance scale relations. We apply them to a recently published data set, showing that the distance ratio between the Coma and Virgo clusters can be determined to ~1% accuracy.

The paper concludes with suggested strategies for the astronomer in dealing with linear regression problems. Precise formulation of the scientific question and scrutiny of the sources of scatter are crucial for optimal statistical treatment.

Subject headings: distance scale — methods: numerical

1. INTRODUCTION

Linear regression is a fundamental and frequently used statistical tool in all branches of observational astronomy. It is used in exploratory data analysis to quantify trends, in observational tests of astrophysical theory, and in the cosmic distance scale. In distance scale applications, especially, accurate regression coefficients and error analysis are crucial to measuring the expansion rate of the universe, estimating the age of the universe, and uncovering large-scale phenomena such as superclustering and galaxy streaming. It is perhaps initially surprising that an apparently simple statistical procedure, like least-squares linear regression with two variables, is difficult or controversial. Yet recent cosmic distance scale studies have utilized at least eight different methods for similar tasks.

The complexity in linear regression analysis arises for a variety of reasons: properties of the data are not always the same (e.g., the scatter may or may not have a Gaussian distribution, the data may be heteroscedastic where the degree of scatter depends on the data value in one or both variables); scientists’ knowledge of the situation is not always the same (e.g., they may or may not know how much of the scatter in each variable is due to the measurement processes rather than to the objects under study); and the purpose of the analysis is not always the same (e.g., one problem might need an optimized estimate of the intercept, and another problem may seek to apply the regression to new data points). Statistical research into linear regression methods dependent on all of these issues started in the nineteenth century and is still very active.

We concentrate consideration here on least-squares linear regression problems that, in our judgment, are particularly relevant to applications in astronomy, such as the cosmic distance scale. These are the following: choice of regression line without weighting (§ 2); applying a calibration regression to new data (§ 3); weighted regression with known measurement errors (§ 4); regression with truncation (§ 5); and regression with censoring (§ 6). Section 7 gives sample applications of methods we develop to astronomical data sets. Finally, conclusions and recommendations are summarized in § 8. The subject of § 2 is covered only briefly here, as it is discussed in detail in our previous papers (Isobe et al. 1990 and Babu & Feigelson 1992, hereafter 1FAB and BF, respectively). For some topics (§§ 5–7) we provide mainly reviews of the extensive literature, practical information for the astronomer. For other problems (§§ 2 and 3) we develop new statistical methodology (Appendix). Diagrams illustrating the six situations discussed in §§ 2–7 are shown in Figures 1–6; the diagrams thus provide a visual guide to the paper.

1 To maintain a reasonable scope, we have purposely omitted from this study a wide variety of non-least-squares linear regression methods. These include “robust” methods which minimize the absolute deviations rather than the squared deviations of points from the line (see Branscham 1982, Lutz 1983, and Press et al. 1986, chap. 14.6, for discussions in astronomical contexts), standard multivariate regression methods, ridge and related Bayesian regressions for multivariate problems with collinearities (Hocking 1983; Amemiya 1985, chap. 2), and slope estimates based on nonparametric statistics (Sen 1968).
2. UNWEIGHTED LINEAR REGRESSION MODELS

2.1. \((x_i, y_i)\) Data Sets with No Additional Information

In a great many astronomical studies, one seeks a linear fit to data sets of the form \((x_i, y_i)\), where no additional information is available. Measurement error is relatively unimportant, and the degree of scatter in each variable is unknown. This regression problem was addressed in detail in IFAB and BF, and we review the findings here. Astronomers have used as many as six different unweighted least-squares linear regression lines for this situation: the standard ordinary least-squares solution \(\text{OLS}(Y \mid X)\), which minimizes the residuals in \(Y\); the solution \(\text{OLS}(X \mid Y)\), which minimizes the residuals in \(X\); the orthogonal regression line, which minimizes the perpendicular distances; the OLS bisector, the line which bisects the OLS lines; the reduced major axis, the geometric mean of the OLS lines; and the OLS mean, the arithmetic mean of the OLS lines. The last four lines are invariant to a switch of variables, and were developed for problems where the choice of "dependent" and "independent" variables is unclear. We show (e.g., IFAB eqs. [22]–[26]) that these six solutions calculate intrinsically different functionalities of the data. Scientific results, such as galaxy distances or the Hubble constant, obtained with different lines are not directly comparable, any more than results using linear and exponential fits can be compared. No line is theoretically "better" than another when there is no prior information (including clear specification of the goal of the regression) other than the \((x_i, y_i)\) values under study.

While this indefiniteness is disquieting, some guidance regarding choice of line can be provided. If it is known independently of the data set under consideration that one variable physically depends on another, or if the scientific question clearly asks how one variable depends on the other, then there is a preference to use \(\text{OLS}(Y \mid X)\) with \(Y\) as the dependent variable. The reduced major axis (known to astronomers as Strömgren's impartial line; Strömgren 1940) is discouraged, since it does not scale with the population correlation coefficient. The orthogonal regression line is applicable only to scale-free (e.g., log) variables. The inverse solution \(\text{OLS}(X \mid Y)\) is particularly unstable for small samples and/or low correlation coefficients. We conclude that two of the lines—the standard \(\text{OLS}(Y \mid X)\) and the OLS bisector—in practice achieve their theoretical regression coefficients more accurately than the other lines, and are therefore recommended for use.

Furthermore, it is clearly established that use of the usual standard formulae for the uncertainties of the derived slopes and intercepts (e.g., Bevington 1969) is mathematically incorrect except for \(\text{OLS}(Y \mid X)\) under restrictive assumptions. Table 1 in IFAB and BF provide correct asymptotic (i.e., for large \(N\)) error formulae for each of the six unweighted regression lines. However, these asymptotic formulae underestimate the true regression coefficient uncertainty in samples with small \(N\) (approximately \(N \leq 50\)) or small population correlation. Resampling procedures such as the jackknife or bootstrap...
should be used to evaluate regression uncertainties in these cases.²

A short FORTRAN subroutine, SIXLIN, has been distributed that implements these six regression lines and the asymptotic error analysis (IFAB). We announce here the availability of a FORTRAN program called SLOPES that runs SIXLIN, and also calculates error analyses based on bootstrap and jackknife resampling, and bivariate normal numerical simulation, of the data set, as discussed in BF. Bootstrap error analysis is based on the distribution of slopes and intercepts of a large number of data sets constructed by random sampling of the observed data set with replacement. Thus, each bootstrapped data set has N points drawn from the original sample, where some original points are present two or more times and other original points are missing. Jackknife error analysis is performed in a similar way but with only N synthetic data sets, each containing (N − 1) points from the original data set, leaving out one observation in sequence. The use of bootstrap and jackknife techniques to estimate confidence intervals for small or non-normal data sets is discussed by Efron & Tibshirani (1986), Babu (1992), and references therein. The simulation of bivariate normal data sets with properties matching the observed data set are calculated using the program TULSIM (Boswell 1990). SLOPES can be obtained without charge from the authors (Internet: code@stat.psu.edu).

2.2. (x₁, y₁) Data Sets with Information on the Scatter

In a few situations the astronomer may know, independently of the sample at hand, the scatter of the intrinsic properties

Fig. 4a—(a) Homoscedastic functional measurement error model (§ 4.1), shown here with b = 1/3. The line is the solution to eq. (1). (b) Heteroscedastic functional measurement error model (§ 4.2). The line is the solution to eq. (11) calculated using the algorithm of Ripley & Thompson (1987).

Fig. 5.—Truncated regression model (§ 5), where the Y variable is assumed to be truncated just at 2.4, so six points from the sample are missing. The line is calculated using LIMDEP (Greene 1989).

Fig. 6.—Censored regression model (§ 6), where several Y-values are assumed to be undetected at various sensitivity levels. The line is calculated using ASURV.
under study. For example, the width of the main sequence in globular cluster color-magnitude diagrams may serve as a measure of the scatter of stellar luminosities, the scatter of a variable in a well-studied calibration data set might be applied to a new sample, or repeated observations of the same objects might be studied. The regression solution for one such class of problems is well established. If the intrinsic variance in \( X \) is \( \sigma_X^2 \) and in \( Y \) is \( \sigma_Y^2 \), one can define the ratio \( l = \sigma_X^2/\sigma_Y^2 \). The solutions for \( l = 0, 1, \text{ and } \infty \) are simply the OLS(\(X \mid Y\)), orthogonal, and OLS(\(Y \mid X\)) lines discussed in §2.1. For arbitrary \( l \) and assuming all residuals are distributed as Gaussians, the least-squares estimate of the slope is

\[
\hat{\beta} = \frac{S_{yx} - ls_{xx} + \left[(S_{yx} - ls_{xx})^2 + 4lS_{xy}^2\right]}{2S_{xy}},
\tag{1}
\]

where

\[
S_{xx} = \sum_{i=1}^{N} (x_i - \bar{x})^2, \quad S_{yy} = \sum_{i=1}^{N} (y_i - \bar{y})^2,
\]

\[
S_{xy} = \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y}),
\tag{2}
\]

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i/N, \quad \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i/N.
\]

The corresponding uncertainty of this slope is

\[
\sigma_{\hat{\beta}} = \sqrt{\frac{\text{Var}(\hat{\beta})}{N}},
\tag{3}
\]

where

\[
\text{Var}(\hat{\beta}) = \frac{\hat{\beta}^2}{S_{xy}^2} \left[ \frac{S_{xy}R}{\hat{\beta}} + \frac{(S_{xy} - \hat{\beta}S_{xx})R}{l} - \frac{\hat{\beta}^2}{(n-1)l^2} (S_{yy} - \hat{\beta}S_{xy})^2 \right],
\tag{4}
\]

and

\[
R = \frac{1}{n-2} \sum_{i=1}^{n} [y_i - \bar{y} - \hat{\beta}(x_i - \bar{x})]^2.
\tag{5}
\]

For the more general case where the residuals are not assumed to have Gaussian distributions, the appropriate slope variance is

\[
\text{Var}(\hat{\beta}) = \frac{\hat{\beta}^2}{(\hat{\beta}^{-1} - l\hat{\beta})^2 + 4l^2} \times [\begin{bmatrix} \text{Var}(\hat{\beta}_1) & \text{Var}(\hat{\beta}_2) & \text{Cov}(\hat{\beta}_1, \hat{\beta}_2) \end{bmatrix}^T],
\tag{6}
\]

where \( \text{Var}(\hat{\beta}_1), \text{Var}(\hat{\beta}_2), \text{and } \text{Cov}(\hat{\beta}_1, \hat{\beta}_2) \) are given in Table 1 of IFAB. The derivation of this variance is similar to that of orthogonal regression (IFAB, Appendix A) using the \( \delta \)-method. In all cases, the intercept is determined from \( \alpha = \bar{y} - \hat{\beta}\bar{x} \).

Note that these models should only be used with scale-free (e.g., log) variables (except when \( l = 0 \) or \( \infty \)). As with the orthogonal regression line, these slopes will change when one of the variables is expressed in different units.

3. Slopes Estimates Based on \( y_i/x_i \)

Astronomers have occasionally evaluated slopes of unweighted bivariate relations using the simple average of the ratios \( y_i/x_i \). This procedure has arisen in the estimation of Hubble's constant from samples of galaxies in rich clusters, where \( H_0 \) is estimated to be the mean of individual galaxy Hubble ratios \( v_i/r_i \) within a given rich cluster (e.g., Aaronson et al. 1986; Pierce & Tully 1988; Fouqué et al. 1990). While this does not at first appear to be a regression procedure at all, it is in fact a least-squares solution to the heteroscedastic model:

\[
y_i = \beta x_i + \eta_i x_i,
\tag{7}
\]

where the intercept is zero and \( \eta_i \) is the random error in \( Y \) with an expected value of zero. Here the scatter in \( Y \) is no longer independent of \( X \), but increases linearly with \( X \). The conditions underlying this model, which is studied in econometrics and other fields, rarely arise in astronomy. It requires the intercept to be precisely zero, the \( x_i \) values to be known without error, and the scatter in \( Y \) to increase linearly with \( X \). In the particular case of the Hubble diagram, the intercept is difficult to remove due to Virgo infall and other local galaxy motions; the distances are most certainly subject to measurement error due to imperfect distance indicators; and the principal source of error in these velocities is probably from non-Hubble motions which do not scale with distance. We therefore discourage the use of averages of \( y_i/x_i \) ratios for \( H_0 \) estimates and most other astronomical applications. \( H_0 \) should instead be estimated by regressions on the \((r_i, v_i)\) Hubble diagram.

3. CALIBRATION

Many cosmic distance scale calculations involve a sequence of two or more linear regressions. A regression is first calculated for a small sample of nearby calibrator objects with estimable distances (e.g., galaxies sufficiently close for individual Cepheid variables to be studied, stars sufficiently close for annual parallax measurement). This calibration line is then applied to more distant objects to estimate their distances.

Statistically, calibration is "the process of assigning values to the response of an instrument [e.g., photometer or spectrophotograph] or the property of an artifact [e.g., star or galaxy] relative to reference standards or measuring processes," where the reference standard is measured with negligible error (Cameron 1982). This meaning is now called "absolute calibration." Astronomers perform absolute calibration when an astronomical spectrum is compared with the emission-line wavelengths of a Th-Ar lamp. For the univariate linear case, the standard OLS(\(Y \mid X\)) was usually used, with careful attention paid to error propagation and the range over which the calibration is accurate (see, for example, Scheffé 1973; Kendall & Stuart 1977, pp. 385–393; Neter, Wasserman, & Kutner 1985, chap. 5; Anderson 1987, chap. 6). A vigorous debate has emerged over the relative merits of OLS(\(Y \mid X\)) and the inverse OLS(\(X \mid Y\)) for problems where the \( Y \) variable of a new object is measured to predict its \( X \)-value from the calibration line (Kruttichoff 1967; see Martens & Naes 1989, pp. 73–85, and Osborne 1991, §2, for reviews of the debate). A comprehensive review of statistical calibration issues (including inverse, Bayesian, nonlinear, nonparametric, multivariate, and other models) is given by Osborne.

The astronomical problems we address here, such as calibrations of cosmic distance scale indicators, are examples of "comparative" calibration. Here "one instrument or measurement technique is calibrated against another, with neither one being inherently a standard" (Rosenblatt & Spiegelman 1981). Astronomical calibration samples are usually random stars or galaxies which happen to lie sufficiently near us that certain important properties can be directly measured. These calibration samples can suffer both nonnegligible measurement
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errors and intrinsic scatter about the line, and thus are not absolute standards like emission lines from a Th-Ar lamp. The mathematical tools used for this type of calibration must take these effects into account.

We provide here two procedures for evaluating the uncertainties of values for the new sample after application of a linear relation derived from the calibration sample. The first (§ 3.1) calculates the offset in intercepts between two parallel data sets. The second procedure (§ 3.2) predicts Y-values for the new objects individually, propagating errors fully. Our procedures apply to any of the six unweighted regression line described in § 2; we thus sidestep the "classical" versus "inverse" calibration debate, allowing scientists to compare calibrations using different least-squares lines. We assume that the values of the Y variable of the new sample are to be estimated, given the X- and Y-values of the calibration sample and the X-values of the new sample. We also assume that the new and calibration samples both follow a linear relation with the same slope.

3.1. Applying a Calibration Line to a New Data Set

In a few cosmic distance scale applications, such as estimating the difference in distances between clusters of galaxies, only the intercept of the new sample, rather than the distance to each individual new galaxy, is desired. The statistical problem here is to find the optimum intercept offset, and its uncertainty, between the calibrator and the new regression lines. Various solutions have been proposed for this problem: standard parametric comparison of regression lines (e.g., Neter et al. 1985, chap. 3); likelihood ratio tests for equality of intercepts over restricted ranges of X (Spurrier, Hewett, & Lababidi 1982); nonparametric and parametric estimation of intercept differences based on Sen's (1969) parallelism test (Akritas, Saleh, & Sen 1985; Lambert, Saleh, & Sen 1985); and an F-estimator for the intercepts (Saleh & Hassanein 1986). These past treatments, however, apply only under restricted conditions (e.g., X-values have no error, Y residuals have finite Fisher information).

We address this problem in the context of the six regression lines described in § 2. In the spirit of the regression coefficient variance derivations in IFAB, which make no assumption regarding the underlying distributions and permit both the X and Y variables to be random, we derive in § A1 of the Appendix the intercept offset uncertainty for a calibration least-squares regression line applied to a new data set. Equations (A4) and (A6) show that the new intercept uncertainty depends on a term relating to the vertical scatter in the new sample, and terms propagating the uncertainties of the slope and intercept of the calibrator relation.

3.2. Applying a Calibration Line to a New Data Point

The most commonly accepted solution to calculating the uncertainty of values obtained from the calibration line was derived by Working & Hotelling (1929). They showed that, when given a new x, and seeking its y, value from the calibration regression, the joint confidence bands (curves of constant confidence level above and below the calibration line) are hyperbolic. This is easily understood: the narrow confidence

region in the middle of the distribution is due to the uncertainty in intercept, and the wider confidence region at the ends of the distribution is due to the uncertainty in slope. The standard Working-Hotelling confidence bands, however, have two limitations for astronomical calibration problems: they are based on the assumption that the X variable is experimentally controlled, whereas in astronomy it is usually a random uncontrolled variable; and they are given only for OLS(Y|X), whereas the astronomer might desire confidence bands for the OLS bisector or other OLS line.

We derive in § A2 of the Appendix asymptotic (i.e., valid for large N) formulae giving Working-Hotelling-type confidence bands without these restrictions. Points at the ends of the distribution will have less accurate predicted values than those near the middle. A FORTRAN code entitled CALIB is available from the authors (Internet: code@stat.psu.edu) which computes the six OLS lines described in § 2 for a calibrator sample and applies them to a sample of new x's values to give predicted y's and σ(y) values. If the calibration relation has small N (<50), we recommend that users first run the program SLOPES (see § 2) on the calibration sample to see whether the regression coefficient uncertainties derived from bootstrap and jackknife simulations are significantly larger than the asymptotic uncertainties. If so, then our asymptotic confidence band formulae probably also underestimate the true uncertainties σ(y) by a similar factor.

4. MEASUREMENT ERROR REGRESSION MODELS

In some astronomical regressions, the scatter about the line is due primarily to the measurement process. In statistics, problems where the true points lie precisely on the line are called "functional" regression models, while problems where the true points are scattered about the line (such as those discussed in the previous sections) are called "structural" regression models. Functional models are appropriate when measurement errors exceed intrinsic scatters, or when the intrinsic scatter is obviously zero (e.g., measurements of the same property and objects using different detectors).

The literature on such regression models is enormous: the methods are variously called weighted regression, "errors-in-variable" models, measurement error models, path analysis, and latent or instrumental variable models. Extensive bibliographies and theoretical treatments can be found in Fuller (1987), Madansky (1959), and Anderson (1984). Less mathematical reviews that we recommend for astronomers included Jones's (1979) treatment for geologists, Mendel's (1984) for engineers, Judge et al.'s (1988, chap. 19) for economists, and Deeming's (1968) long-neglected paper for astronomers. Other interesting perspectives on measurement error models include a Monte Carlo comparison of more than 30 functional regression models by Riggs, Guarneri, & Addelman (1978); a comparison of several measurement error computer codes accessible to astronomers by Murtagh (1990); and a Bayesian analysis by Reilly & Patino-Leal (1981).

4.1. Homoscedastic Functional Model

In some astronomical problems the scatter due to errors in the measurement process is the same from point to point. This condition is called homoscedasticity. An astronomical example of this might be an optical color-magnitude diagram where V-magnitudes are subject to ±0.05 mag and B−V are subject to ±0.03 mag uncertainties. This is the classical "errors-in-variables" regression model, and has been extensively dis-
cussed since the 1870s. The model is usually expressed as follows: if the true relation is

\[ Y = \alpha + \beta X, \]

the measured quantities are

\[ x_i = X_i + \delta_i, \quad y_i = Y_i + \epsilon_i, \]

and the ratio of measurement error variances is defined to be

\[ \lambda_i = \frac{\sigma^2(\epsilon_i)}{\sigma^2(\delta_i)}. \]

Many of the published methods apply only to restricted situations. For instance, when \( \lambda_i = \lambda = \text{constant} \), the least-squares estimate of the slope is given by equation (1), with variance estimate given by equation (4). A thorough treatment of this model is given by Fuller (1987, pp. 30–50). This variance is applicable only in cases of large samples and normal residuals. The exact distribution of the slope is quite complicated (Anderson & Sawa, 1982), and reliable error analysis for the small-sample or nonnormal structural model often requires resampling techniques like the bootstrap. This solution is only one of a class of homoscedastic functional measurement error models with analytical solutions; see Deeming (1968) and Jones (1979) for clear presentations of the field.

Software systems EV-CARP and SUPER-CARP implement many analytical solutions from “errors-in-variables” statistics and can be purchased from Fuller (1988).

4.2. Heteroscedastic Functional Model

For the more general heteroscedastic case, where the measurement errors are different for each point and each variable (\( \lambda_i \neq \text{constant} \)) but the intrinsic points are still assumed to lie exactly on a line, weighted regressions are used. If the measurement error is confined to the dependent variable, then weighting each by \( 1/\sigma^2(\delta_i) \) and applying the OLS(\( Y \mid X \)) line is standard (e.g., Bevington 1969). When \( \lambda_i \neq 0 \) and heteroscedastic measurement errors are present in both variables, then a “doubly weighted” regression is the appropriate generalization of OLS(\( Y \mid X \)). This situation occurs when different objects are observed with different signal-to-noise ratios, or when the luminosities rather than fluxes are considered and the objects lie at different distances. Here one finds regression coefficients \( \alpha \) and \( \beta \) that minimize the quantity

\[ S = \sum (x_i - \hat{x}_i)^2/\sigma^2(\delta_i) + (y_i - \hat{y}_i)^2/\sigma^2(\epsilon_i), \]

where \( \hat{x}_i, \hat{y}_i \) are the observed \( x_i, y_i \) “adjusted” to lie on the \( Y = \alpha + \beta X \) line by sliding them along a line of slope \( \lambda_i \) (see York 1967 for a pictorial description of this process). The line satisfying this condition can be found analytically, as a root of a cubic equation (York 1966; McIntrye et al. 1966) or by iterative numerical calculation. A difficult manual iterative procedure was described by Deming (1943, pp. 178 ff.), and various computerized approaches have been widely discussed in the physics and statistics literature (Boggs, Byrd, & Schnabel 1987 and references therein).

Software implementing the doubly weighted regression model include GaussFit (Jeffers et al. 1988a, b), Fasano & Vio (1988), Ripley & Thompson (1987), and ODRPACK (Boggs et al. 1990). Several implementations of these numerical methods are compared using astronomical data sets by Murtagh (1990); all give identical slope estimates, but their error estimates may differ. ODRPACK (standing for “orthogonal distance regression” package), which treats nonlinear as well as linear

fits, is available in the public domain (ftp research.att.com, username “netlib”).

4.3. Measurement Error Structural Models

Many astronomical problems will possess scatter both from the intrinsic properties of the objects and from the measurement process. One well-developed approach to such mixed structural-measurement error models is LISREL (Jöreskog 1973), which has been extensively used in social science applications. LISREL is both mathematically and computationally complex, and a software implementation is widely available (LISREL VI; Jöreskog & Sörbom 1984). However, the LISREL model is restricted to multivariate problems (three or more independent variables) with homoscedasticity \( (\lambda_i = \lambda = \text{constant}) \) and Gaussian residuals. It may be appropriate for astronomical problems satisfying these constraints.

5. TRUNCATED REGRESSION MODELS

Any of the regression lines listed above will clearly be biased if one or both variables are subject to truncation—that is, when any points above or below some value are omitted from the sample. Although a general solution to recovering the true line from truncation bias in either variable for any of the six OLS lines has not been achieved, solutions for OLS(\( Y \mid X \)) with truncation in \( Y \) have been obtained. This problem has been investigated in econometrics, where, as in astronomy, samples frequently suffer a selection bias when objects fall above or below a known truncation limit. Variables with such biases are known as “limited-dependent” variables, and maximum-likelihood solutions assuming Gaussian distributions are often treated under the rubric of the “Tobit” regression models (see Maddala 1983, chaps. 6 and 7; Amemiya 1985, chap. 10; and Greene 1991, chap. 21). Truncated regression has also been discussed in astronomical contexts by Segal (1975) and Teerikorpi (1984); regression coefficients are not directly calculated in the latter study.

Several semiparametric approaches to the truncated linear regression problem, which do not assume normal distributions in the residuals, have been recently studied. An estimate of the regression slope based on a Kolmogorov-Smirnov test on sequential ranks of the data in both variables was proposed by astronomer Turner (1979), and its asymptotic validity was established by statistician Bhattacharya (1983). The efficiency of this test, however, is unknown. Another slope estimate based on Kendall’s \( t \) was derived by Bhattacharya, Chernoff, & Yang (1983). The corresponding confidence intervals are described by Antille & Milasevic (1988) when replicate observations at each value of \( X \) are available. Here contributions of points near the truncation limit are iteratively removed from the calculation, which may eliminate a significant fraction of the data. A third semiparametric method iteratively adjusts dependent values near the truncation level (Tsui, Jewell, & Wu 1988). If the residuals are Gaussian, the model becomes the maximum-likelihood Tobit solution. Confidence intervals for the derived slopes are not known, though they may be estimatable using bootstrap simulations. Other recent methodological approaches probably relevant to astronomical flux-limited data sets are those of Vardi (1985), Bickel & Ritov (1991), and Lin & Ying (1992).

The principal import for astronomy (particularly cosmic distance scale problems based on flux-limited samples) is that modifications to OLS(\( Y \mid X \)) that compensate for the truncation in \( Y \) are known, and should be used when truncation bias
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may be important. Since research on semiparametric models is still ongoing, we suggest that astronomers adopt the maximum-likelihood Tobit solutions from econometrics (which assume normal residuals). We discourage—in contrast to a number of astronomical studies (see Tully 1988 and references therein)—use of the inverse solution OLS(\(X'Y\)) to treat truncation in \(Y\). Although the inverse regression is insensitive to the truncation, it estimates a completely different function of the underlying population and, under realistic situations with small data sets and correlation coefficients less than 1, is numerically the least stable of all OLS lines (BF).

Computer software implementing truncated regression for bivariate normal distributions can be purchased; the econometrics programs SHAZAM (White et al. 1988) and especially LIMDEP (Greene 1989) provide a wide range of truncated and sample selection regression models.

6. CENSORED REGRESSION MODELS

Censored data sets are those where the exact values of certain points are known only to be below (or above) some limiting value(s). They occur frequently in astronomy when a survey of a new property is made of a preselected sample of objects, and some objects are not detected. Analysis of censored data is often more effective than analysis of truncated data: with censoring, something is known about the location of all points in the sample, while with truncation nothing at all is known about the number or location of points beyond the truncation limit. Linear regression with censoring in one or both variables has been developed primarily within the field of “survival analysis” for biometrics (e.g., Buckley & James 1979; Miller & Halpern 1982) and in econometrics, where it is known as the Tobit regression model (see references in § 5). In astronomical context, censored regression has been discussed by Schmitt (1985) and Isobe, Feigelson, & Nelson (1986). The reader is referred to these papers and the reviews of Feigelson (1990, 1992) for further information.

ASURV, a FORTRAN software package implementing three censored regression models—the EM algorithm assuming Gaussian residuals, the Buckley-James line, and Schmitt’s binned regression—is being distributed within the astronomical community (Isobe & Feigelson 1990). A revised and enlarged version (REV 1) is now available (LaValley, Isobe, & Feigelson 1992) and can be obtained from the authors (Internet: code@stat.psu.edu).

7. EXAMPLES OF ASTRONOMICAL APPLICATIONS

7.1. Unweighted Linear Regression: \(\log D_\alpha - \log \sigma\) Relation in Elliptical Galaxies

The revised Faber-Jackson relation involving \(\log D_\alpha\) and \(\log \sigma\), where \(D_\alpha\) is a linear diameter based on optical surface brightness and \(\sigma\) is the stellar velocity dispersion, provides accurate distances to elliptical galaxies. These are a crucial link in the study of large-scale galaxy streaming and the Great Attractor. Table 1 and Figure 7 show a data set of 18 Virgo Cluster elliptical galaxies from Dressler et al. (1987). They report a “median” fitted line \(\log \sigma = 0.750 \log D_\alpha + 0.934\), and its inverted relation \(\log D_\alpha = 1.333 \log \sigma - 1.237\), where the “median” line is what we call the OLS bisector (Lynden-Bell et al. 1988, Appendix D). No error analysis is provided, but application of the standard asymptotic normal OLS(\(Y'X\)) formulae (e.g., Bevington 1969) gives intercept and slope uncertainties of \(\pm 0.078\) and \(\pm 0.177\), respectively.

Table 2 shows the application of our six lines. The sample is small (\(N = 18\)), but the linear correlation coefficient is high (\(\rho = 0.97\)). The former implies that the analytic error analyses are likely to be too small, while the latter implies that the calculated slopes should be quite close together. Since the goal here is to evaluate galaxy distances, we recommended use of the standard OLS(\(Y'X\)) line where the distance-dependent quantity (log \(D_\alpha\)) is the \(Y\) variable. The result is log \(D_\alpha = (1.30 \pm 0.07) \log \sigma - (1.17 \pm 0.16)\), where the uncertainties are the largest of the asymptotic, bootstrap, and jackknife computations. While the use of the OLS bisection by Dressler et al. (1987) for this regression is not mathematically incorrect, it seems ill-advised for two reasons: the goal of the experiments is to predict distance-related values, so minimizing residuals in \(D_\alpha\) is warranted; if the bisector is used for this initial regression, it must be self-consistently used in all later stages of the complex analysis (cf. Lynden-Bell et al. 1988) leading to galaxy streaming and other results. In any case, the regression coefficient uncertainties should be propagated through all later calculations.

7.2. The Calibration Problem: Distance between Coma and Virgo Clusters

Much effort has been directed to establishing the relative distances of clusters of galaxies using empirical correlations.
between distance-independent (e.g., global rotational velocities or stellar velocity dispersions) and distance-dependent (e.g., absolute luminosities or linear diameters) variables. One recent effort by Lucey, Bower, & Ellis (1991, hereafter LBE) discusses the distance offset between the Coma and Virgo clusters using a revised Faber-Jackson relation for elliptical galaxies similar to that used by Dressler et al. (1987), presented above. LBE show that Coma elliptical galaxies occupy a "fundamental plane" in velocity dispersion–diameter–surface brightness space, with no scatter beyond that attributable to measurement errors. To obtain the fit, they "minimized the log σ, log A, and μ, residuals independently and averaged the coefficients." This resembles our OLS mean procedure, but treats log σ as the independent variable although the distance-dependent diameter is the variable being estimated.

Adopting their definition Dc of galaxy diameter that includes a small surface brightness term, their Coma relation reduces to the bivariate relation log Dc = 1.215 log σ. LBE then apply this calibration relation to 16 Virgo elliptical galaxies and derive a Coma-Virgo distance offset of ∆log Dc = 0.765 ± 0.021. Reversing the sequence and applying a Virgo-based calibration with a slope of 1.200 (obtained from a different regression analysis of several clusters) to the Coma galaxies gives a somewhat different offset of 0.729 ± 0.025. These offsets and uncertainties are based on an application of the Wilcoxon rank sum test (Dressler 1984). LBE conclude that, because the use of either cluster as a calibrator is equally valid and the results differ, the distance offset cannot be determined to better than 9% accuracy.

We can address this problem using the calibration methods described in § 3 above. The data are given in the "observed" columns of Table 3 and are plotted in Figure 8. Our regression solutions (Table 4) show that the slopes β = 1.200 and β = 1.215 used by LBE lie between the slopes of the two OLS extrema, but are not consistent solutions of any of the six regression procedures. We take a single regression procedure, the OLS(log Dc, log σ) line, chosen because it minimizes the residuals of the distance-dependent variable log Dc and should thus give the least scatter in the resulting distance offset.

First, we apply the offset formulae (A4)-(A8) in the Appendix, which weighs all points identically, shifting the log σ axis to the mean of the calibration sample temporarily for the calculation. Taking the Coma sample as calibrator with $\beta \pm \sigma_\beta = 1.162 \pm 0.111$ (using the jackknife rather than asymptotic errors because the sample is small), the intercepts are $\delta$(Coma) = 1.034 ± 0.008 and $\delta$(Virgo) = 1.798 ± 0.021. The intercept offset is found to be 0.764 ± 0.021. Nearly identical values are obtained when the calibrator and new samples are switched: $\beta \pm \sigma_\beta = 1.144 \pm 0.118$ from Virgo, giving offset 0.764 ± 0.023. No incompatibility in the cross-calibrations is
TABLE 4
REGRESSIONS FOR COMA AND VIRGO log Dn versus log σ*

<table>
<thead>
<tr>
<th>Method</th>
<th>Intercept (1)</th>
<th>Slope (2)</th>
<th>Slope (3)</th>
<th>Slope (4)</th>
<th>Slope (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 Coma Ellipticals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS(Y</td>
<td>X)</td>
<td>-1.59 ± 0.186</td>
<td>1.16 ± 0.082</td>
<td>1.186 ± 0.094</td>
<td>1.164 ± 0.111</td>
</tr>
<tr>
<td>OLSX (Y)</td>
<td>-1.76 ± 0.216</td>
<td>1.238 ± 0.096</td>
<td>1.261 ± 0.104</td>
<td>1.239 ± 0.128</td>
<td></td>
</tr>
<tr>
<td>OLS bisector</td>
<td>-1.678 ± 0.200</td>
<td>1.199 ± 0.088</td>
<td>1.223 ± 0.099</td>
<td>1.201 ± 0.119</td>
<td></td>
</tr>
<tr>
<td>Orthogonal</td>
<td>-1.694 ± 0.209</td>
<td>1.206 ± 0.092</td>
<td>1.231 ± 0.102</td>
<td>1.208 ± 0.124</td>
<td></td>
</tr>
<tr>
<td>Reduced major axis</td>
<td>-1.679 ± 0.200</td>
<td>1.199 ± 0.088</td>
<td>1.223 ± 0.099</td>
<td>1.201 ± 0.119</td>
<td></td>
</tr>
<tr>
<td>OLS mean</td>
<td>-1.680 ± 0.200</td>
<td>1.200 ± 0.088</td>
<td>1.224 ± 0.099</td>
<td>1.201 ± 0.119</td>
<td></td>
</tr>
<tr>
<td>16 Virgo Ellipticals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS(Y</td>
<td>X)</td>
<td>-0.790 ± 0.230</td>
<td>1.144 ± 0.101</td>
<td>1.143 ± 0.127</td>
<td>1.114 ± 0.118</td>
</tr>
<tr>
<td>OLSX (Y)</td>
<td>-1.183 ± 0.180</td>
<td>1.316 ± 0.082</td>
<td>1.322 ± 0.132</td>
<td>1.316 ± 0.093</td>
<td></td>
</tr>
<tr>
<td>OLS bisector</td>
<td>-0.978 ± 0.190</td>
<td>1.227 ± 0.085</td>
<td>1.227 ± 0.107</td>
<td>1.226 ± 0.099</td>
<td></td>
</tr>
<tr>
<td>Orthogonal</td>
<td>-1.021 ± 0.198</td>
<td>1.245 ± 0.089</td>
<td>1.246 ± 0.121</td>
<td>1.245 ± 0.104</td>
<td></td>
</tr>
<tr>
<td>Reduced major axis</td>
<td>-0.979 ± 0.190</td>
<td>1.227 ± 0.085</td>
<td>1.228 ± 0.108</td>
<td>1.227 ± 0.099</td>
<td></td>
</tr>
<tr>
<td>OLS mean</td>
<td>-0.986 ± 0.188</td>
<td>1.230 ± 0.084</td>
<td>1.233 ± 0.110</td>
<td>1.230 ± 0.098</td>
<td></td>
</tr>
</tbody>
</table>

* See footnote to Table 2.

The offset is virtually unchanged (<0.002 difference) when the other five regression lines are used, provided that a single method is used throughout the calculation. Second, the offset uncertainty was only slightly affected by the error in the calibration slope in this example, because the calibration and new samples happened to have nearly identical mean abscissa values (i.e., the last term in eq. [A4] happened to be small). In other cases this term can dominate the calculated offset uncertainty.

Next, we adopt the procedure discussed in § 3.2, based on curved confidence bands, which recognizes that the calibration regression's accuracy is reduced at the ends of the relation. The columns of Table 3 labeled "predicted" diameters and uncertainties, calculated individually for each Virgo (Coma) galaxy using the OLS(log Dn)[log σ] Coma (Virgo) calibration line described in § A2 of the Appendix. The difference between the predicted and observed diameters for each galaxy is a measure of the distance offset between the Coma and Virgo clusters. Table 5 gives both unweighted and weighted means of these differences. Weights are the quadratic sums of the calibration uncertainties for the predicted values and the measurement errors Δ(log Dn) = 0.011 estimated by LBE from replicated observations. Note that the uncertainties of the means are \( N^{-1/2} \) times the standard deviation of the sample.

The unweighted mean (Virgo — Coma) offsets are virtually identical to those derived by the method above, though with smaller uncertainties. Similar calculations using the other least-squares regression lines give negligibly different simple mean offsets (0.760 – 0.764). The weighted offset with Coma as the calibrator is a poor solution because the predicted diameter uncertainties (Table 4) are much smaller than the sample standard deviation (Table 5), but the weighted solution with Virgo as the calibrator is satisfactory. We adopt the most precise result, \( \Delta D_n = 0.763 \pm 0.006 \). All less precise solutions, independent of whether Virgo or Coma galaxies are considered the calibrator sample, are completely consistent with this one.

We conclude that the data of LBE permit the distance offset between the Coma and Virgo clusters to be determined to 1% accuracy: \( \Delta \log D_n = 0.764 \pm 0.021 \) using the intercept offset discussed in § 3.1, and \( 0.763 \pm 0.006 \) using the generalized Working-Hotelling confidence bands presented in § 3.2. The latter method is more precise because the different weights of the points at different locations along the regression line are taken into account.

TABLE 5
RESULTS FOR VIRGO — COMA DISTANCE OFFSET

<table>
<thead>
<tr>
<th>Calibrator</th>
<th>Simple Mean Offset (ΔDn)</th>
<th>Weighted Mean Offset (ΔDn)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coma</td>
<td>0.7638 ± 0.0026</td>
<td>0.7868 ± 0.0052</td>
<td>0.0797</td>
</tr>
<tr>
<td>Virgo</td>
<td>0.7642 ± 0.0074</td>
<td>0.7626 ± 0.0064</td>
<td>0.0345</td>
</tr>
</tbody>
</table>
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8. Discussion and Conclusions

While linear regression with two variables appears at first to be a simple statistical problem, we hope to have communicated here and in our earlier papers (IFAB; BF) that the issues are surprisingly complex. Astronomers are not the only group of scholars to confront them: vociferous (and sometimes inconclusive) debates on such problems have occurred among biometricians, econometricians, and statisticians over the past century. Following are our conclusions; some are stated with considerable confidence, while others only raise issues to be considered by the wider astronomical community.

1. Astronomers should select their regression method on a case-by-case basis, considering any available knowledge beyond the \((x_i, y_i)\) values (such as measurement errors, truncation, or censoring limits) and the precise scientific question. Careful enunciation of the question is important, for example, when studying the expansion of the universe from a sample of galaxies. One might ask: Are we seeking the best estimate of \(H_0\) defined by Hubble's law \(v = H_0 d + v_0\), where all of the scatter arises in the velocities and none in the distances? Are we seeking the best estimate of some "structural" relationship between velocity and distance that makes no judgment on whether velocity depends on distance or vice versa? Are we seeking the best estimate of the age of the universe, which is proportional to \(1/H_0\)? In the first case (assuming equally weighted data points) one might calculate OLS(\(v\mid d\)), in the second case one might calculate the OLS bisector, and in the third case one might reverse the variables and calculate OLS(\(d\mid v\)).

Much of the proliferation of linear regression methods within the cosmic distance scale literature is due to imprecise definition, or to the lack of consensus on the precise definition, of the scientific question being addressed. This difficulty of transforming a scientific issue to precise mathematical questions is not unique to astronomy and can only be resolved by agreement among researchers. Once the scientific question and assumptions are precisely formulated, then many statistical treatments are clearly excluded.

For the simple linear regression problem described in \(\S\) 2 (unweighted, uncensored, untruncated but without clear causal relations between \(X\) and \(Y\)), the following statistical characteristics of the problem might be considered. If one variable is known to have negligible variance, either intrinsic to the objects or due to the measurement process, and all of the scatter is in the other variable, then the latter generally should be the dependent variable and the standard OLS(\(Y\mid X\)) regression should be performed. If the scientific question being addressed can be unambiguously phrased as \"How does property \(A\) depend on property \(B\)?\" or \"how can we predict values of \(A\) for new objects given measurement of \(B\)?\" then property \(A\) should be the dependent variable and OLS(\(A\mid B\)) should be performed. If these conditions do not hold, or if the question can be definitely phrased as \"What is the intrinsic relation between properties \(A\) and \(B\) in these objects, without treating one variable differently than the other?\" then we advocate use of a regression method that treats the variables symmetrically.

2. We reiterate that the six unweighted regression lines are intrinsically different functionally and the data set under study and are not interchangeable. Astronomers studying the cosmic distance scale should be no more readily to switch linear fits than they are to interchange linear and nonlinear fits.

3. When an unweighted method treating the variables symmetrically is desired, the OLS bisector is to be preferred. This is a reiteration of the conclusion reached in IFAB and BF. It is based not on a mathematical demonstration that this is a "better fit" than the other three symmetrical regressions, since they are all mathematically valid functions of the data. Rather, the recommendation is based on the findings that the OLS bisector \((b)\) has a smaller variance about its theoretical fit than the other lines and \((a)\) does not share the mathematical limitations of some other symmetrical fits.

4. The inverse OLS(\(X\mid Y\)) line should be avoided, since it has the greatest variance and the least stability in achieving its theoretical regression coefficients. If the \(Y\) variable is truncated so that the standard OLS(\(Y\mid X\)) is biased, then either the variables should be switched so that a standard OLS(\(Y\mid X\)) can be used, or a regression designed to compensate for the truncation bias (see \(\S\) 6) should be used.

5. The standard error analysis for the OLS(\(Y\mid X\)) regression coefficients appearing in elementary statistics texts is mathematically incorrect for any other regression line and can be inaccurate even for OLS(\(Y\mid X\)) under many conditions. Asymptotic analytic expressions for estimates of variances of slopes and intercepts for the six regression lines given in IFAB and BF are valid even when the distributions are not normal and the \(X\)-values have scatter. For small samples, numerical resampling and simulations should be performed, as described in \(\S\) 2 above and implemented in the FORTRAN program SLOPES.

6. Slope estimates based on the average of the ratios \(y_i/x_i\) should not be performed, except under very specific circumstances.

7. If the uncertainties in one or both variables are known from detailed knowledge of the measurement process, and if these measurement errors dominate the scatter around a regression line, then (doubly) weighted functional regression procedures should be used. Simple regression formulae exist for homoscedastic measurement error models, but iterative methods are needed for heteroscedastic problems. Several computer codes are available. If measurement errors are present, but contribute insignificantly to the scatter, then one of the six lines described in \(\S\) 2 should be used. Models that incorporate both measurement errors and intrinsic scatter are complex and not yet fully developed.

8. When a series of regressions is performed, as in cosmic distance calculations based on calibration regressions applied to new samples, the errors in both slopes and intercepts of the calibration line should be propagated. One approach is to view the two samples in their entirety, and estimate the intercept offsets (\(\S\) 3.1 and \(\S\) 1A of the Appendix). But it is preferable to treat the second sample as a collection of individual measurements of the independent variable. The calibration regression is then applied to predict new dependent variable values, with the error analysis varying from point to point (\(\S\) 3.2 and \(\S\) 2A of the Appendix). A code implementing this approach (CALIB) is.
available from the authors. Even for the standard OLS(\(Y \mid X\)) line, our solution should be preferred over the standard Working-Hotelling confidence bands in most astronomical applications, because our solution permits the X-values to be random variables rather than fixed quantities.
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APPENDIX

MATHEMATICAL DERIVATIONS OF CALIBRATION ERRORS

A1. INTERCEPT OF A CALIBRATOR LINE APPLIED TO A NEW SAMPLE

Suppose that \(W\) is a random variable with expected value \(E(W) = \mu\), and \(Z\) is any covariate. The variance of \(W\) can be expressed as a function of conditional mean and variance given \(Z\):

\[
\begin{align*}
\text{Var} (W) &= E(W - \mu)^2 = E(W - E(W \mid Z))^2 + E[E(W \mid Z) - \mu]^2 \\
&= E[\text{Var} (W \mid Z)] + \text{Var} \left[ E(W \mid Z) \right].
\end{align*}
\]  

(A1)

We can now apply this principle to obtain the variance of the estimate of intercept \(\alpha\) for a new bivariate sample \((x_i, y_i), i = 1, \ldots, N\), given the slope \(\beta_{\text{cal}}\) and slope uncertainty \(\sigma(\beta_{\text{cal}})\) derived from a regression of an independent calibrator sample. Let

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i, \quad S_{xy} = \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y}), \quad S_{xx} = \sum_{i=1}^{N} (x_i - \bar{x})^2, \quad \text{and} \quad S_{yy} = \sum_{i=1}^{N} (y_i - \bar{y})^2.
\]

(A2)

Then the y intercept is estimated by

\[
\hat{\alpha} = \bar{y} - \beta_{\text{cal}} \bar{x},
\]

(A3)

and its variance is (after some algebra not shown) given by

\[
\text{Var} (\hat{\alpha}) = \sigma^2(\beta_{\text{cal}})E(\bar{x}^2) + \frac{1}{N} \text{Var} \left[ Y - E(\beta_{\text{cal}})X \right].
\]

By substituting sample quantities for population quantities, we derive the following estimate of the variance of the intercept:

\[
\hat{\text{Var}} (\hat{\alpha}) = \left[ S_{yy} + \sigma^2(\beta_{\text{cal}})S_{xx} + \beta_{\text{cal}}^2 S_{yy} - 2S_{xy} \beta_{\text{cal}} \right] N^{-2} + \sigma^2(\beta_{\text{cal}}) \bar{x}^2.
\]

(A4)

Since the entire regression calculation applies for arbitrary translations along the two axes, the abscissa zero point can be set equal to the mean abscessa value of the calibration sample, \(\bar{x}_{\text{cal}}\). The last term in equation (A4) will then be negligible if the calibration and new samples have nearly identical distributions of x-values.

Astronomers are often interested in the offset between the intercepts of the calibration and new samples. This offset is given by

\[
\hat{\alpha} - \alpha_{\text{cal}} = \bar{y} - \bar{y}_{\text{cal}} - \beta_{\text{cal}}(\bar{x} - \bar{x}_{\text{cal}}).
\]

(A5)

The variance estimate of this offset is then

\[
\hat{\text{Var}} (\hat{\alpha} - \alpha_{\text{cal}}) = \hat{\text{Var}} (\hat{\alpha}) + \hat{\text{Var}} (\alpha_{\text{cal}}) - 2 \hat{\text{Cov}} (\hat{\alpha}, \alpha_{\text{cal}}),
\]

(A6)

where the first term is from equation (A4), the second term is the intercept variance of the selected OLS line given in IFAB and BF (see § 2 above), and the third term can be estimated by

\[
\text{Cov} (\hat{\alpha}, \alpha_{\text{cal}}) = -\bar{x} \sum_{i=1}^{N_{\text{cal}}} \{ (y_i - \beta_{\text{cal}} x_i) [ (x_i - \bar{x})^2 + (y_i - \bar{y})^2 ] \} + \bar{x} \bar{x}_{\text{cal}} \sigma^2(\beta_{\text{cal}}).
\]

(A7)

Here \(N_{\text{cal}}\) is the calibration sample size, \(x_i = x_{i,\text{cal}} - \bar{x}_{\text{cal}}, y_i = y_{i,\text{cal}} - \bar{y}_{\text{cal}}\), \(\beta_{1,\text{cal}}\) and \(\beta_{2,\text{cal}}\) are the OLS(\(Y \mid X\)) and OLS(\(X \mid Y\)) estimated slopes for the calibrator sample, \(\hat{\beta}'\) and \(\beta'\) are given in Table 6 for the selected OLS line with \(\hat{\beta}'\) values calculated for the calibration sample, and the constants \(\bar{y}'\) and \(\bar{\bar{x}}\) are defined to be

\[
\bar{y}' = \left( N_{\text{cal}} \sum_{i=1}^{N_{\text{cal}}} x_i^2 \right)^{-1}, \quad \bar{\bar{x}} = \left( N_{\text{cal}} \sum_{i=1}^{N_{\text{cal}}} x_i y_i \right)^{-1}.
\]

(A8)
TABLE 6
PARAMETERS $\delta_j$ AND $\bar{\delta}_j$ FOR CALIBRATION VARIANCES

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\delta_j$</th>
<th>$\bar{\delta}_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\psi$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>$\bar{\phi}$</td>
</tr>
<tr>
<td>3</td>
<td>$\psi^2(1 + \beta_j)(1 + \beta_j)^{1/2}(\beta_j + 1)^{-1}$</td>
<td>$\bar{\psi}^2(1 + \beta_j)(1 + \beta_j)^{1/2}(\beta_j + 1)^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$\psi(\beta_j)(\beta_j + 1)^{1/2}(\beta_j + 1)^{-1}$</td>
<td>$\bar{\psi}(\beta_j)(\beta_j + 1)^{1/2}(\beta_j + 1)^{-1}$</td>
</tr>
<tr>
<td>5</td>
<td>$\psi(1 + \beta_j)/\beta_j(1 + \beta_j)^{1/2}(\beta_j + 1)^{-1}$</td>
<td>$\bar{\psi}(1 + \beta_j)/\beta_j(1 + \beta_j)^{1/2}(\beta_j + 1)^{-1}$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{1}{2}\psi$</td>
<td>$\frac{1}{2}\bar{\phi}$</td>
</tr>
</tbody>
</table>

A2. GENERALIZED CONFIDENCE STRIPS

The standard calibration problem based on Working & Hotelling (1929; see also other references in § 3.2) calculates the 90% (or other) confidence level curves around a linear regression, representing the uncertainty of the estimate of ordinate values given a new abscissa value. The derivation of the standard result, however, assumes that the regression is OLS($Y | X$) and that the $X$-values are known precisely. This is a reasonable assumption in, say, analytical chemistry, where the calibration experiment can be precisely controlled. But it clearly is not a good assumption in astronomy, where the calibrating stars or galaxies are selected from the large population simply by virtue of their proximity to the observer, and will have the same random properties as any other star or galaxy. We therefore derive here a generalization of Working-Hotelling confidence strips that is applicable when both variables are random, and when any of the six least-squares regressions are performed.

Let $(x_i, y_i), i = 1, \ldots, N$ be independent observations from a common population with mean $(\mu_x, \mu_y)$ and covariance matrix

$$S = \begin{pmatrix} \sigma_x^2 & \rho \sigma_x \sigma_y \\ \rho \sigma_x \sigma_y & \sigma_y^2 \end{pmatrix}.$$  \hspace{1cm} (A9)

Consider this to be the calibration sample. Let $x_0$ be a new fixed point. For each of the six unweighted least-squares linear regression procedures described in IFAB, $j = 1, \ldots, 6$, we seek the values of the dependent variable corresponding to $x_0$,

$$\hat{y}_{0j} = \tilde{\delta}_j + x_0 \tilde{\beta}_j$$

$$= \tilde{y} - \beta_j \tilde{x} + (x_0 - \mu_x) \tilde{\beta}_j + (\beta_j - \tilde{\beta}_j)(\tilde{x} - \mu_x) + \mu_x \beta_j.$$  \hspace{1cm} (A10)

The values of $\tilde{\delta}_j$ and $\tilde{\beta}_j$ for $j = 1, \ldots, 5$ are given in Table 1 and equation (8) of IFAB. The sixth value, $\tilde{\beta}_6 = \frac{1}{2} (\tilde{\beta}_1 + \tilde{\beta}_2)$ and the corresponding intercept, is given in BF. Following Lemma A1 and Part II of Appendix A of IFAB, after some algebra the asymptotic variance $s^2_{\tilde{\delta}_0}$ of $\tilde{\delta}_0j$ can be expressed as

$$s^2_{\tilde{\delta}_0} = \frac{N}{N - 1} \operatorname{Var} \left\{ Y - \beta_j X + a_j x - \mu_x \right\} \left[Y - \mu_Y - \beta_j (X - \mu_X) + a_j (Y - \mu_Y) - \beta_j (X - \mu_X) \right\}.$$  \hspace{1cm} (A11)

Substituting sample quantities for population quantities, $s^2_{\tilde{\delta}_0}$ can be estimated by

$$s^2_{\tilde{\delta}_0} = \frac{1}{N^2} \sum_{i=1}^{N} \left( y_i - \tilde{y} - \beta_j (x_i - \tilde{x}) + a_j (x_i - \tilde{x}) (y_i - \tilde{y} - \beta_j (x_i - \tilde{x}) + a_j (y_i - \tilde{y} - \beta_j (x_i - \tilde{x}) \right)^2.$$  \hspace{1cm} (A12)

The values $\tilde{\delta}_j$ and $\tilde{\beta}_j$ are given in Table 6 (the corresponding population values of $\delta_j$ and $\beta_j$ can be similarly expressed), and the constant $\tilde{\psi}$ and $\tilde{\phi}$ are defined here to be

$$\tilde{\psi} = N(x_0 - \bar{x})/S_{xx}, \hspace{1cm} \tilde{\phi} = N(x_0 - \bar{x})\tilde{\beta}_2/S_{yy}.$$  \hspace{1cm} (A13)

This solution can also be readily derived from equations (9)–(21) in IFAB.
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