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ABSTRACT

Let K be a field. We show that every countable subgroup of GL(n, K) is uniformly embeddable in a
Hilbert space. This implies that Novikov’s higher signature conjecture holds for these groups. We also show that
every countable subgroup of GL(2, K) admits a proper, affine isometric action on a Hilbert space. This implies
that the Baum-Connes conjecture holds for these groups. Finally, we show that every subgroup of GL(n, K) is
exact, in the sense of C∗-algebra theory.

Introduction

The purpose of this paper is to prove the injectivity of the Baum-
Connes assembly map for countable linear groups, that is, for countable sub-
groups of the general linear group of a field:

Theorem. — Let Γ be a countable subgroup of either the general linear
group of a field, or of an almost connected Lie group. For every Γ -C∗-algebra
A the Baum-Connes assembly map

µA : KΓ
∗ (EΓ ; A) → K∗(C

∗
red(Γ,A)) (1)

is split injective.

Here EΓ denotes the classifying space for proper actions of Γ . For more
information on this space, as well as a description of the other ingredients
in the Baum-Connes assembly map, the reader is referred to [6]. Injectivity
of the Baum-Connes assembly map implies the Novikov’s higher signature
conjecture (see [6] again). Hence:

Theorem. — Let M be a smooth, closed and oriented manifold. Let G be
either the general linear group GL(n, K) of a field K or an almost connected
Lie group. Let ρ : π1(M) → G be a homomorphism from the fundamental group
of M into G with image Γ ⊆ G. If c ∈ H∗(Γ,Q) is any cohomology class,
then the higher signature

Signc(M) = 〈L(M) ∪ ρ∗(c), [M ]〉
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is an oriented homotopy invariant of M .

The Novikov conjecture (and indeed injectivity of the Baum-Connes as-
sembly map) in the case where the image of ρ is a closed subgroup of
GL(n,R) was settled by Kasparov [21]. Subsequently Kasparov and Skan-
dalis dealt with (products of) linear groups over local fields [22]. The main
difficulty in extending these results to the present setting is visible in very
simple examples. The subgroup of GL(2,R) generated by ( π 0

0 1 ) and ( 1 1
0 1 )

contains an infinite-rank, free abelian subgroup and therefore admits no prop-
erly discontinuous action on a finite dimensional complex. As a result, the
methods developed by Kasparov and Skandalis do not readily apply. How-
ever this particular subgroup is solvable, and in particular amenable, and it
was shown by Higson and Kasparov [20] how to deal with arbitrary (count-
able) amenable groups by replacing finite-dimensional complexes with infinite-
dimensional Hilbert spaces.1 To prove the theorem, we shall show that every
countable subgroup of GL(n, K) admits a uniform embedding into a Hilbert
space, in the sense of Gromov [14]. According to recent work in C∗-algebra
K-theory (see [18], [30], [34]), if a discrete group Γ is uniformly embeddable
into Hilbert space, and if A is any Γ -C∗-algebra, then the Baum-Connes
assembly map is split injective.

The topic of uniform embedding into Hilbert space is closely related
to the C∗-algebraic notion of exactness of group C∗-algebras [31]. For exam-
ple, every countable exact group is uniformly embeddable (the converse is
not known, although there is at present no known example of a uniformly
embeddable group which is not exact). We shall exploit this relationship to
prove the following theorem:

Theorem. — Let K be a field and let n be a positive integer. The reduced
group C∗-algebra of every subgroup of GL(n, K) is exact.

Our construction of uniform embeddings of subgroups of GL(n,K) uses
some elementary properties of valuations on fields. In the special case of
subgroups of GL(2, K) we use more specialized properties of real hyperbolic
space and of the tree associated to a discrete valuation to prove the following
stronger result.

Theorem. — Let K be a field. The Baum-Connes assembly map (1) is
an isomorphism for any countable subgroup of GL(2, K) and any A.

1 An alternate argument is based on the work of Pimsner and Voiculescu [28].
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Indeed we show that a group Γ as in the statement admits a metrically
proper, isometric action on a Hilbert space (Higson and Kasparov showed in
[19,20] that if Γ is a group which admits such an action then the Baum-
Connes assembly map (1) is an isomorphism for any A). Zimmer showed that
every property T subgroup of GL(2,C) is necessarily finite [35]. Our theo-
rem improves on this, since every property T group which admits a proper,
isometric action on Hilbert space is necessarily finite

In the final section we apply our results on the Novikov conjecture to
the problem of homotopy invariance of relative eta invariants. The following
theorem strengthens an earlier result of the third author [33].

Theorem. — Let M and M ′ be homotopy equivalent smooth, closed, ori-
ented, odd-dimensional manifolds with fundamental group π and let ρ : π →
U(k) be a finite dimensional unitary representation. The difference η̃ρ(M) −
η̃ρ(M ′) lies in the subring of Q generated by Z, the inverses of the orders of
torsion elements in ρ[π] and 1/2.

For an interesting and related analysis of linear groups via valuation
theory the reader is referred to Alperin and Shalen [1].

1. Valuations

In this section we record some elementary facts concerning fields and
valuations; a basic reference for this material is [9]. Let K be a field. For
our purposes, a valuation on K is a map d : K → [0,∞) such that

(i) d(x) = 0 ⇔ x = 0,
(ii) d(xy) = d(x)d(y),
(iii) d(x + y) ≤ d(x) + d(y).

A valuation is archimedean if there is an embedding of K into C for which
the valuation is given by the formula

d(x) = |x|, for all x ∈ K

(this is in slight variance with the reference [9], which also allows the formula
d(x) = |x|α). A valuation is discrete if the triangle inequality (iii) can be
replaced by the stronger ultrametric inequality

(iii)′ d(x + y) ≤ max{d(x), d(y)},
and if, in addition, the range of d on K× is a discrete subgroup of the
multiplicative group of positive real numbers. If d is a discrete valuation on
K, then the set

O = {x ∈ k : d(x) ≤ 1} ⊆ K
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is a subring of K, called the ring of integers in K, and the set

m = {x ∈ K : d(x) < 1}

is a principal ideal of O. A generator π of m is called a uniformiser. If we
set aside the trivial valuation, for which d ≡ 1 on K×, then the function

v(x) =
log(d(x))

log(d(π))
, for x ∈ K×

is a discrete valuation in the sense of commutative algebra; in other words
v is a surjective, integer-valued function on K× satisfying

(iv) v(xy) = v(x) + v(y),
(v) v(x + y) ≥ min{v(x), v(y)} (one sets v(0) = ∞).

If R is a unique factorization domain, and if p ∈ R is prime, then the
formula

d
(
pn a

b

)
= 2−n, (p, a) = (p, b) = 1

defines a nontrivial discrete valuation on the field of fractions of R. (The
number 2 could be replaced by any number greater than 1.)

If R is an integral domain, and if d is a non-negative, real-valued func-
tion on R satisfying the axioms (i), (ii) and (iii)′ of a discrete valuation, then
d extends uniquely to a valuation on the fraction field of R; the extension
is given by

d
(r

s

)
=

d(r)

d(s)
.

Henceforth we will use this fact without mention.
If K is a subfield of a finitely generated field L, and if d is a valuation

on K, then d extends to a valuation on L (usually in more than one way).
We require only special cases of this assertion; for details and references see
the proofs of Lemmas 2 and 3.

2. Discrete Embeddability

The purpose of this section is to show that every (finitely generated)
field has plenty of valuations, in the following sense:

1. Definition. — A finitely generated field K is discretely embeddable
if, for every finitely generated subring R ⊆ K, there is a countable family
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{d1, d2, . . . } of valuations on K, each either archimedean or discrete, with the
property that if N1, N2, . . . are any positive numbers then the set

{ r ∈ R : dj(r) < Nj, for all j }

is finite. Given a subring R ⊆ K, a family of valuations with this property is
called R-proper.

1. Theorem. — Every finitely generated field is discretely embeddable.

Proof. — This follows from the subsequent Lemmas 1, 2 and 3 by an
obvious induction argument. -.

1. Lemma. — Finite fields and the rational number field are discretely
embeddable.

Proof. — The result is trivial for finite fields. As for Q, the countable
family of valuations consisting of the unique archimedean valuation, together
with the p-adic valuations

d(pn a

b
) = p−n, (p, a) = (p, b) = 1,

is R-proper, for every finitely generated subring R ⊆ Q. -.

2. Lemma. — If a field K is discretely embeddable then so is any ex-
tension K(X) which is generated by a single transcendental element.

Proof. — Let S ⊆ K(X) be a finitely generated subring. There is a
finitely generated subring R ⊆ K, and there are finitely many monic irre-
ducible polynomials pi ∈ K[X], with coefficients in R, such that S is included
in the ring obtained from R[X] by inverting the elements pi.

Let {dj} be an R-proper family of valuations on K. We extend each
valuation dj to K(X), as follows. If dj is discrete then we employ the formula

dj(a) = max
k

{ dj(ak) }, a = a0 + a1X + · · · + anX
n ∈ K[X].

If dj is archimedean, corresponding to an embedding K ⊆ C, then we extend
this to an embedding of K(X) into C in countably many distinct ways, and
extend dj accordingly to countably many valuations dij on K(X).

To the collection of all these extended valuations we add the valuation
defined by the formula

d∞(a) = 2deg(a), a ∈ K[X],
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along with the valuations

dpi(p
n
i

a

b
) = 2−n

associated to the primes pi ∈ K[X]. We claim that the countable family
of valuations that we have now assembled is S-proper. Suppose that s ∈ S
satisfies bounds d(s) < Nd, as in Definition 1. Every element of S has the
form

s =
a

p
ki1
i1 · · · pkil

il

,

where a ∈ R[X], no pij divides a and the kij > 0. We see right away by
considering the valuations dpi that the degrees ki1 , . . . , kil are bounded. Using
d∞ we then see that the degree of numerator a is bounded, by say m. If dj

was one of the discrete valuations on K with which we started, then dj(a)
is bounded, which means that if ak is a coefficient of the polynomial a, then
dj(ak) is bounded. Suppose dj is one of the archimedean valuations on K
with which we started, determined by an inclusion K ⊆ C, and suppose
that the extensions dij of dj to K(X) are determined by extensions of this
inclusion which send X to ti. The values dij(a) are bounded, which means
that the m + 1 complex numbers

bi = a0 + a1ti + a2t
2
i + · · · + amtmi (i = 1, . . . ,m + 1)

are bounded. Solving for the ai in terms of the bi we see that the ai are
bounded too.

We have shown that each dj in the original R-proper family, applied to
each coefficient of the polynomial a, is bounded. As a result, it follows from
the definition of an R-proper family that the coefficients of the polynomial a
belong to a finite subset of R. Therefore the set of possible numerators a is
finite, and we conclude that the set of all s ∈ S satisfying bounds d(s) < Nd

is finite, as required. -.

3. Lemma. — Every finite extension of a discretely embeddable field is
discretely embeddable.

Proof. — Let K be discretely embeddable and let L be a finite exten-
sion of K. We must show that L is discretely embeddable. Since a subfield
of a discretely embeddable field is itself discretely embeddable, by enlarging
L if necessary, we may assume that L is a finite normal extension of K.

Let S be a finitely generated subring of L. Fix a basis {x1, . . . , xn}
for L over K. Multiplication by s ∈ S is an endomorphism of the K-vector
space L which is represented with respect to the basis {xi} as a matrix with
elements from K. Let R ⊆ K be the subring generated by the (finitely many)
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matrix elements of a finite generating set for S. Let {dj} be an R-proper
family of valuations on K. Each valuation dj on K admits an extension to
L (see [5], Ch. 6.8, Prop. 9). Choose an extension of dj and let dij be the
set of its compositions with the elements of the Galois group Gal(L|K). The
dij comprise a finite set of valuations on L, each extending the valuation dj.

We show that for all positive numbers Nj the set

S = { s ∈ S : dij(s) < Nj }

is finite. By construction the collection of valuations {dij} is stable under the
action of the Galois group Gal(L|K). Consequently, if s ∈ S, and if s′ is a
conjugate of s under Gal(L|K), then s′ satisfies the inequalities defining S
too.

Let s ∈ S. Because of the way R is defined, the coefficients of the
characteristic polynomial of s (considering s as an endomorphism of the K-
vector space L by multiplication) are elements of R. The characteristic and
minimal polynomials of s have the same irreducible factors over K (see [24],
Ch. XV, Cor. 4.6), hence the same roots in L. If follows that the roots of the
characteristic polynomial are s and its conjugates (each counted with some
multiplicity between 1 and n). Since the coefficients are elementary symmetric
functions of the roots, it follows that the coefficients r ∈ R satisfy inequalities
of the form

dj(r) < Mj,

where Mj is some function of the Nj and n. It follows that if s ∈ S then
the coefficients of the characteristic polynomial of s lie in a finite set. As a
result, the number of different characteristic polynomials is finite. Hence the
number of distinct roots of these polynomials is finite, and so the set S is
finite, as required. -.

3. Hilbert Space Preliminaries

Our proofs of the Novikov and Baum-Connes conjectures will rely on
the notions of uniform embeddability and a-T-menability, respectively. In this
section we shall recall the basic definitions.

2. Definition. — A discrete group Γ is uniformly embeddable (into
Hilbert space) if there is a function f : Γ → H such that:

(i) For every finite set F ⊆ Γ there is a constant AF > 0 such that

g−1
1 g2 ∈ F ⇒ ‖f(g1)− f(g2)‖ < AF .
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(ii) For every A > 0 there exists a finite set FA ⊆ Γ such that

‖f(g1)− f(g2)‖ < A ⇒ g−1
1 g2 ∈ FA.

The function f is a uniform embedding (even though it need not be one-to-
one).

Remark. — A uniformly embeddable discrete group is necessarily count-
able.

Remark. — In the case of a finitely generated group Γ it suffices to
check condition (i) on a finite generating set S ⊆ Γ . Indeed if F ⊆ Γ is
finite, then there exists k such that every element of F can be written as a
product of at most k elements from S, and it follows easily from the triangle
inequality that we may take AF = kAS in condition (i).

3. Definition. — Let G be a group. A length function on G is function
% : G → [0,∞) such that

(i) %(e) = 0,
(ii) %(g) = %(g−1), and
(iii) %(g1g2) ≤ %(g1) + %(g2).

We do not require that % be proper, nor do we require that if %(g) = 0 then
g = e.

4. Definition. — A group G with length function % is %-uniformly em-
beddable (into Hilbert space) if there is a function f : G → H such that

(i) For every B > 0 there is a constant AB > 0 such that

%(g−1
1 g2) < B ⇒ ‖f(g1)− f(g2)‖ < AB.

(ii) For every A > 0 there exists BA > 0 such that

‖f(g1)− f(g2)‖ < A ⇒ %(g−1
1 g2) < BA.

The function f is an %-uniform embedding.

Remark. — Uniform embeddability is equivalent to %-uniform embed-
dability for a single proper length function %. Also, %-uniform embeddability
(as defined above) is equivalent to uniform embeddability (as defined by Gro-
mov [14]) with respect to the left invariant pseudo-metric defined by %.
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There are various equivalent formulations of the condition of uniform
embeddability, and it is convenient to work with some of them in this paper.
We shall rely primarily on Propositions 2 and 3. For a similar discussion see
[15]; for a different perspective on the proofs of these propositions see [11].

5. Definition. — Let X be a set. A function δ : X × X → R is a
negative-type kernel on X if

(i) δ(x, x) = 0, for every x ∈ X,
(ii) δ(x1, x2) = δ(x2, x1), for every x1, x2 ∈ X, and
(iii) if n ∈ N, x1, . . . , xn ∈ X, and λ1, . . . , λn ∈ R, then

n∑

i=1

λi = 0 ⇒
n∑

i,j=1

λiλjδ(xi, xj) ≤ 0.

If f : X → H is any function from a set X into a Hilbert space then
the function

δ(x1, x2) = ‖f(x1)− f(x2)‖2 (2)

is a negative-type kernel. Conversely if δ : X × X → R is a negative-type
kernel then there is an essentially unique Hilbert space function f : X → H
which is related to δ as in equation (2). See [12]. As a result of this, it
is easy to reformulate the definition of uniform embeddability in terms of
negative-type kernels:

1. Proposition. — A group Γ is %-uniformly embeddable into Hilbert
space if and only if there exists a negative type kernel δ : Γ ×Γ → R with the
following properties:

(i) For every B > 0 there is some AB > 0 such that

%(g−1
1 g2) ≤ B ⇒ δ(g1, g2) ≤ AB.

(ii) For every A > 0 there is some BA > 0 such that

δ(g1, g2) ≤ A ⇒ %(g−1
1 g2) ≤ BA.

-.

Uniform embeddability can be further characterized in terms of kernels
which are positive-definite, in the sense of the following definition.

6. Definition. — A function φ : X×X → R is a (real-valued, normalized)
positive-definite kernel on X if
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(i) φ(x, x) = 1, for every x ∈ X,
(ii) φ(x1, x2) = φ(x2, x1), for every x1, x2 ∈ X, and
(iii) if n ∈ N, λ1, . . . , λn ∈ R, and x1, . . . , xn ∈ X, then

n∑

i,j=1

λiλjφ(xi, xj) ≥ 0.

Remark. — A positive-definite kernel φ automatically satisifies φ(x, y) ≤
1.

A kernel δ(x1, x2) is of negative-type if and only if the kernels

φt(x1, x2) = e−tδ(x1,x2)

are positive-definite, for all t > 0 (this is Schoenberg’s Theorem; see for ex-
ample [12]). In the other direction, if φ is a positive-definite kernel then
δ(x1, x2) = 1−φ(x1, x2) is a negative-type kernel. Using these facts we obtain
the following:

2. Proposition. — A group G with length function % is %-uniformly em-
beddable into Hilbert space if and only if, for every ε > 0 and every A > 0,
there is a positive-definite kernel φ : G×G → R with the following properties:

(i) %(g−1
1 g2) < A ⇒ |1− φ(g1, g2)| < ε.

(ii) For every δ > 0 there is a B > 0 such that

|φ(g1, g2)| ≥ δ ⇒ %(g−1
1 g2) < B.

-.

Specializing to the case of a proper length function we obtain the fol-
lowing:

3. Proposition. — A countable discrete group Γ is uniformly embeddable
into Hilbert space if and only if for every ε > 0 and every finite set F there
is a positive-definite kernel φ : Γ × Γ → R with the following properties:

(i) g−1
1 g2 ∈ F ⇒ |1− φ(g1, g2)| < ε.

(ii) For every δ > 0 there is a finite set Fδ ⊆ Γ such that

|φ(g1, g2)| ≥ δ ⇒ g−1
1 g2 ∈ Fδ.

-.
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It is useful to consider kernels on a group G which which are G-
invariant, meaning that k(gg1, gg2) = k(g1, g2), for all g, g1, g2 ∈ G. A G-
invariant kernel k(g1, g2) determines a one-variable fundtion k(g) = k(1, g),
which in turn determines the kernel by the formula k(g1, g2) = k(g−1

1 g2). A
function on G is negative-type or positive-definite if the associated G-invariant
kernel is. These functions are related to group actions on Hilbert space, as
follows:

4. Lemma. — Let G be a group. A function δ : G → R is of negative-
type if and only if there exists an affine-isometric action of G on H, and a
vector v ∈ H, such that

δ(g) = ‖g · v − v‖2, ∀g ∈ G.

A function φ : G → R is positive-definite if and only if there exists an iso-
metric linear action of G on H and a unit vector v ∈ H such that

φ(g) = 〈g · v, v〉, ∀g ∈ G.

-.

7. Definition. — A discrete group Γ is a-T-menable or has the Haagerup
property if there exists an affine-isometric action of Γ on H with the prop-
erty that if v ∈ H then limg→∞ ‖g · v‖ = ∞. An action with this property is
metrically proper.

The following characterization of a-T-menability follows immediately from
the first part of Lemma 4. For details and additional information consult [10].

4. Proposition. — A discrete group Γ is a-T-menable if and only if
there exists a proper, negative-type function δ : Γ → R. -.

4. Uniform Embeddability of Linear Groups

In this section we shall prove the following theorem:

2. Theorem. — Let K be a field. Every countable subgroup of GL(n,K)
is uniformly embeddable into Hilbert space.

Appealing to results of Skandalis, Tu and Yu [18,30] we conclude, as
described in the Introduction, that the higher signatures associated to a ho-
momorphism ρ : π1(M) → GL(n, K) are homotopy invariants. Moreover, we
obtain a portion of the first theorem of the Introduction.
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3. Theorem. — Let K be a field and let Γ be a countable subgroup of
GL(n, K). The Baum-Connes assembly map (1) is split injective for every
coefficient Γ -C∗-algebra A. -.

A countable discrete group Γ is uniformly embeddable if and only if
all its finitely generated subgroups are [11]. In proving Theorem 2 we may
therefore assume that Γ is finitely generated. Having done so we may assume
that the field K is finitely generated.

Thus, we shall now assume that K is a finitely generated field and that
Γ is a finitely generated subgroup of GL(n, K). To construct the required uni-
form embedding of Γ we shall first construct many embeddings of GL(n,K)
into Hilbert space which are uniform with respect to valuations on K, in a
sense which we now make precise.

Let d be a discrete valuation on K. If g = [gab] is a matrix in GL(n,K)
and if [gab] denotes the inverse matrix then the formula

%d(g) = log max
a,b

{d(gab), d(gab)} (3)

defines a length function on GL(n,K). If d is an archimedean valuation on
K (coming from an embedding of K into C) then the formula

%d(g) = log max{‖g‖, ‖g−1‖}, (4)

which involves the usual operator norm of a matrix in GL(n,C), defines a
length function.

8. Definition. — Let d be a discrete or archimedean valuation on K and
let %d be the associated length function on GL(n, K), given by (3) or (4). A
d-uniform embedding of a group G ⊆ GL(n,K) is an %d-uniform embedding
of G in the sense of Definition 4.

5. Proposition. — If d is an archimedean valuation on K then there
exists a d-uniform embedding of GL(n, K) into Hilbert space.

Proof. — The length function we are using is the restriction to GL(n, K)
of a length function on GL(n,C) via an embedding K ⊆ C. Therefore, it
suffices to show that GL(n,C) is d-uniformly embeddable.

The group G = GL(n,C) may be written as a product G = PH, where
H = U(n) (a maximal compact subgroup of G) and P is the group of upper
triangular matrices with positive diagonal entries. The length function %d is
bi-H-invariant in the sense that

%d(h1gh2) = %d(g), for all h1, h2 ∈ H and g ∈ G. (5)
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As a consequence, the function g = ph 3→ p mapping G → P is isometric
in the sense that if g1 = p1h1 and g2 = p2h2 then %d(g

−1
1 g2) = %d(p

−1
1 p2). It

follows that the formula f(ph) = f(p) extends a d-uniform uniform embedding
f of P to one of G. Indeed, G is d-uniformly embeddable if and only if P
is.

Finally, it is well known how to d-uniformly embed the solvable group
P (compare [7]). Since P is amenable there is a sequence {φm} of compactly
supported, positive-definite functions on P which converges to 1 uniformly
on compact sets. Now, the length function %d on G, and also on P , has
the property that bounded subsets are precisely those with compact closure.
Combined, these observations show, according to Proposition 2, that P is
d-uniformly embeddable. -.

The case of discrete valuations is just a little more complicated. Before
dealing with it we make some preliminary observations.

Let K be a field, let d be a discrete valuation on K and let π be
a uniformiser. Let G = GL(n, K). We define several subgroups of G. Let
H = GL(n,O) be the subgroup consisting of those matrices g for which the
entries of both g and g−1 belong to the ring of integers O; let A be the
subgroup of diagonal matrices whose diagonal entries are integer powers of
the uniformiser π; let N be the subgroup comprised of the unipotent upper
triangular matrices (that is, their diagonal entries are all 1); let P = AN ,
which is again a subgroup of G.

5. Lemma. — G = PH.

Proof. — The decomposition is accomplished using elementary column
operations, taking care that only O-multiples of one column are added to
other columns. Let g ∈ G. Apply an exchange of columns operation to
put into the (n, n) position an element x whose valuation is maximal along
the nth row. Every element of this row is then an O-multiple of x, so we
can then add appropriate integer multiples of the last column to the other
columns to clear the other entries of the last row. Having done so, we obtain
a decomposition

g =





* * . . . * *
...

...
. . .

...
...

* * . . . * *
0 0 . . . 0 x



 · h,

where h ∈ H. Now repeat the process on the upper (n − 1) × (n − 1) block
of gh−1, and continue. After having eventually obtained h for which gh−1 is
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upper triangular, a final right-multiplication by a diagonal matrix in H will
reduce each diagonal entry of the upper triangular matrix to a power of π.
-.

6. Lemma. — There is a sequence {φm}∞m=1 of positive-definite functions
on P such that:

(i) For all C > 0 and all ε > 0 there exists MC such that for all g ∈ P

m > MC and %d(g) < C ⇒ |φm(g)− 1| < ε.

(ii) For all m there exists M such that for all g ∈ P

%d(g) > M ⇒ φm(g) = 0.

Proof. — We shall construct the required positive definite functions as
matrix coefficients of quasiregular representations of P .

Let Nm be the subgroup of N generated by the elements of length not
greater than m. We claim that Nm is bounded. Indeed, it is contained in
the subgroup of N consisting of those matrices [gab] for which

gab ∈ π(a−b)m′
O,

provided m′ ≥ m · | log d(π)|−1. Moreover, every element of this subgroup has
length ≤ nm′ · | log d(π)|.

Let P act on %2(P/Nm) by the quasiregular representation. Denote by
Am the finite subset of the diagonal group A consisting of those matrices
a for which %d(a) ≤ m

4 . Let vm ∈ %2(P/Nm) be the normalized characteristic
function of the image of Am in P/Nm. Finally, define

φm(g) = 〈vm, g · vm〉'2(P/Nm).

We check that the sequence {φm} has the required properties.
For the first claim in the lemma it suffices to show that

(iii) If n ∈ N and %d(n) ≤ C then n · vm = vm for all m > 2C.
(iv) ∀C > 0 φm(a) → 1 uniformly on { a ∈ A : %d(a) < C }.

Indeed, assuming these let g = an ∈ P with %d(g) ≤ C. Since the diagonal
entries of g and g−1 are those of a and a−1 we have %d(a) ≤ %d(g), hence
also

%d(n) ≤ %d(a) + %d(g) ≤ 2C.

It follows from (iii) that φm(g) = φm(a) for m > 4C. The first claim in the
lemma now follows easily from (iv).
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The proofs of (iii) and (iv) are straightforward. For (iii) we show that
such n fixes every coset appearing in vm. Indeed, if a ∈ Am then naNm =
a(a−1na)Nm so that the coset aNm is fixed if a−1na ∈ Nm. But,

%d(a
−1na) ≤ 2%d(a) + %d(n) ≤ m

2 + C ≤ m.

Item (iv) amounts to the fact that an increasing sequence of balls gives a
Følner sequence for the amenable group A ∼= Zn; note that a ∈ Am if and
only if the diagonal entries of a are of the form πk with |k · log d(π)| ≤ m

4 .
For the final claim in the lemma fix m. We show that if g = an ∈ P is

such that φm(g) 5= 0 then %d(g) ≤ m + diam(Nm). Indeed, if φm(g) 5= 0 there
exists a1 ∈ Am such that ga1Nm represents a coset appearing in vm. We have

ga1Nm = aa1(a
−1
1 na1)Nm, with aa1 ∈ A and a−1

1 na1 ∈ N .

If follows that a ∈ Ama−1
1 and n ∈ a1Nma−1

1 . Hence

%d(g) ≤ %d(a) + %d(n) ≤ m

2
+

m

2
+ diam(Nm).

-.

6. Proposition. — If d is a discrete valuation on K then there exists a
d-uniform embedding of G = GL(n, K) into Hilbert space.

Proof. — Let K be a field with a discrete valuation. The length func-
tion we are using is bi-H-invariant in the sense of (5). Indeed, if h ∈ H then
%d(h) = 0 since the entries of h and h−1 are all in O and hence each has
d ≤ 1. It follows that for h1, h2 ∈ H and g ∈ G we have

%d(h1gh2) ≤ %d(h1) + %d(g) + %d(h2) = %d(g).

The reverse inequality follows similarly.
As a consequence the map G → P , obtained by fixing, for each g ∈ G

a decomposition g = ph and assigning g = ph 3→ p, is isometric and G is
d-uniformly embeddable if and only if P is.

Finally, P is d-uniformly embeddable. Indeed, the sequence of positive-
definite functions constructed in Lemma 6 lifts to a sequence of positive-
definite kernels on P satisfying the conditions of Proposition 2. -.

Proof (Proof of Theorem 2). — Let K be a finitely generated field and
let Γ be a finitely generated subgroup of GL(n, K). (We reduced to this case
earlier.) Fix a finite, symmetric generating set for Γ . According to Theorem 1
the field K is discretely embeddable. Let R ⊆ K be the ring generated by the
matrix entries of the elements of Γ . Observe that R is a finitely generated
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ring and let {dj} be an R-proper family of valuations on K. Let fj be a
dj-uniform embedding of GL(n,K) into a Hilbert space Hj. We shall build
a uniform embedding of Γ as an appropriate weighted sum of the fj.

According to Definition 4 there exist Aj > 0 such that ‖fj(g1)−fj(g2)‖ <
Aj whenever g−1

1 g2 is a generator. Choose a sequence {εj} of positive num-
bers with the property that

∑

j

ε2
j‖fj(s)‖2 < ∞, (6)

for every generator s, and such that
∑

j ε2
jA

2
j < ∞. Suppose now that an

element g ∈ G is a k-fold product of generators, say g = s1 · · · sk. Then

‖fj(g)− fj(s1)‖ = ‖fj(s1 · · · sk)− f(s1)‖
≤ ‖fj(s1 · · · sk)− fj(s1 · · · sk−1)‖+ · · · + ‖fj(s1s2)− fj(s1)‖
≤ (k − 1)Aj.

It follows easily that the inequality (6) holds not just for every generator s
but for every g ∈ Γ , and we can define a map f from Γ into the direct sum
Hilbert space ⊕Hj by the formula

f(g) = ⊕εjfj(g).

The function f is the required uniform embedding.
Let us check that f satisfies the conditions of Definition 2. To verify

item (i) it suffices to consider the case when g−1
1 g2 is a generator. In this

case we have

‖f(g1)− f(g2)‖2 =
∑

j

ε2
j‖fj(g1)− fj(g2)‖2 ≤ B =

∑

j

ε2
jA

2
j .

To verify item (ii) let A > 0 and suppose that ‖f(g1)− f(g2)‖ < A. We then
of course have ‖fj(g1)− fj(g2)‖ < ε−1

j A, for every j. Since fj is a dj-uniform
embedding, it follows that there exist constants Bj such that %j(g

−1
1 g2) < Bj,

for every j. This means, in particular, that the entries of the matrix g−1
1 g2

are dj-bounded, for every j, and hence belong to a finite set in the ring R.
Hence g−1

1 g2 belongs to a finite subset of Γ , as required. -.

5. The Haagerup Approximation Property

We are going to strengthen the main theorems of the last section, as
they apply to GL(2, K):



THE NOVIKOV CONJECTURE FOR LINEAR GROUPS 17

4. Theorem. — Let K be a field. Every countable subgroup of GL(2, K)
has the Haagerup property.

Higson and Kasparov showed that the Baum-Connes conjecture holds
for groups with the Haagerup property [19,20]. Therefore we obtain the fol-
lowing theorem:

5. Theorem. — Let K be a field. Every countable subgroup of GL(2, K)
satisfies the Baum-Connes conjecture. -.

A countable discrete group has the Haagerup property if and only if
all of its finitely generated subgroups do [10]. In proving Theorem 4 we may
therefore assume that Γ is finitely generated. Having confined our attention
to finitely generated Γ we may assume that the field K is finitely generated.

Moreover it suffices to consider the case of subgroups of SL(2, K). In-
deed, if Γ ⊆ GL(2, K) then Γ ∩ SL(2, K) is a normal subgroup of Γ with
abelian quotient. Since the class of groups with the Haagerup property is
closed under extensions with amenable quotient [10] Γ has the Haagerup
property if Γ ∩ SL(2, K) does.

In light of these remarks we assume that K is a finitely generated field
and that Γ is a finitely generated subgroup of SL(2, K). Our strategy for
proving the Haagerup property is to build a proper negative-type function
on Γ from an appropriate family of negative-type functions, each one ob-
tained from a valuation on K. The individual functions comprising the fam-
ily will be geometric in origin. A similar strategy was employed by Jolissaint,
Julg and Valette to prove that SL(2, F ), F a global field, has the Haagerup
property ([10], Example 6.1.2).

The following lemma is essentially due to Haagerup [16]; for a detailed
proof see [12]. For a proof of the second lemma see [12].

7. Lemma. — Let T be a simplicial tree and let

distanceT (v1, v2) =

{
the number of edges on the short-
est edge path in T from v1 to v2.

Let G be a group acting by isometries on T . For every vertex v in T the
function

δ(g) = distanceT (v, g · v)

is of negative-type on G. -.
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8. Lemma. — Let X be the symmetric space SL(2,C)/SU(2) (namely
3-dimensional real hyperbolic space), equipped with the unique (up to overall
scale factor) SL(2,C)-invariant Riemannian structure. Let

distanceX(x1, x2) =

{
length of the shortest
path in X from x1 to
x2.

Let G be a group acting by isometries on X. For every point x ∈ X the
function

δ(g) = distanceX(x, g · x)

is of negative-type on G. -.

Let K be a field and let d be a discrete valuation on K. A well-
known construction associates to this data a simplicial tree T . We require
several facts about the action of SL(2, K) on T and pause briefly to recall
its definition (for additional information and details we refer to [29] or [8]).
A vertex of T is by definition a homothety class of O-lattices in the vector
space K×K (two O-lattices L and L′ are homothetic if there exists x ∈ K×

such that xL = L′). Two vertices are adjacent if there are representative
lattices for which πL′ ⊆ L ⊆ L′. In the tree T there is a distinguished vertex,
namely the class of the lattice L = O×O. It is (the unique vertex) fixed by
SL(2, O).

9. Lemma. — Let K be a field with discrete valuation d. Let T be the
associated simplicial tree T and v0 its distinguished vertex. If g = [gab] ∈
SL(2, K), then

distanceT (v0, g · v0) = 2 max
a,b

− log d(gab)

log d(π)
.

Proof. — Both sides of the formula are both left and right SL(2, O)-
invariant, as functions of g, so it suffices to prove the formula for one element
in each double SL(2, O)-coset. Now if g ∈ SL(2, O) then there exist h1, h2 ∈
SL(2, O) such that h1gh2 is a diagonal matrix of the form

(
πn 0
0 π−n

)
. This

follows by a row and column reduction argument similar to the one employed
in the proof of Lemma 5. It therefore suffices to show that

distanceT (v0,
(

πn 0
0 π−n

)
v0) = 2|n|.

For k = 0, . . . , 2n the lattices

Lk = O-span of

{(
1
0

)
,

(
0

π−k

)}
.
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define distinct vertices in T and a geodesic path of length 2|n| from v0 to
the vertex

(
πn 0
0 π−n

)
· v0. -.

We now apply Lemma 8. Let K be a field with an archimedean val-
uation d, obtained from an embedding K ⊆ C. Using this embedding we
embed SL(2, K) into SL(2,C). The group SL(2,C) acts on 3-dimensional
real hyperbolic space, as in Lemma 8.

10. Lemma. — Denote by x0 the unique point in SL(2,C)/SU(2) which
is fixed by the subgroup SU(2). If g = [gab] ∈ SL(2,C) then

cosh
(
distance(x0, g · x0)

)
=

1

2
Trace(g∗g) =

1

2

∑

a,b

|gab|2.

Proof. — All parts of the formula are left and right SU(2)-invariant, as
functions of g, so it suffices to check the formula on positive diagonal ma-
trices. But these constitute a one-parameter group which acts by translation
along a geodesic passing through x0. The formula follows (up to an overall
constant factor which we eliminate by scaling the metric on the symmetric
space). -.

Thanks to Lemmas 7 through 10, if K is a field, and if K is equipped
with many valuations, then the group G = SL(2, K) is equipped with many
negative-type functions, whose growth behaviour on G we can moreover esti-
mate in terms of the growth behaviour of the given valuations on K. We can
now prove Theorem 4 by following the argument used to prove Theorem 2.

Proof (Proof of Theorem 4). — Let K be a finitely generated field, and
let Γ be a finitely generated subgroup of SL(2, K). (We reduced to this case
earlier.)

Let R be the subring of K generated by the (finitely many) matrix
entries of a finite generating set for Γ and observe that Γ ⊆ SL(2, R). Let
{dj} be an R-proper family of valuations on K, as in Definition 1. Associated
to each valuation dj there is a negative-type function δj on SL(2, K); if dj

is a discrete valuation then δj is defined as in Lemma 7, whereas if dj is an
archimedean valuation then δj is defined as in Lemma 8.

Define a negative-type function δ on G by

δ(g) =
∑

j

εjδj(g),
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where {εj} is a fixed sequence of positive real numbers decreasing at a rate
sufficient to guarantee that the sum converges for every g ∈ G (such a se-
quence exists because the individual δj satisfy δj(g1g2) ≤ δj(g1) + δj(g2), so
that convergence for every g ∈ G is guaranteed by convergence for elements
of a (finite) generating set). The restriction of δ to G is proper. Indeed if
δ(g) ≤ C then

δj(g) ≤ εjC, for all j, (7)

and applying Lemmas 9 and 10 we see that the entries of g are therefore
dj-bounded, for every j (by some quantity depending on C and εj) . Con-
sidering the definition of discrete embeddability, it follows that the set of
possible matrix entries of those g ∈ G for which δ(g) ≤ C is finite. Therefore
the set of all g ∈ G for which δ(g) < C is finite, as required. -.

6. Exactness of Linear Groups

In this section we strengthen Theorem 2 by proving that every count-
able linear group is exact in the sense of C∗-algebra theory. As a consequence
we prove that the Novikov conjecture holds for subgroups of almost connected
Lie groups.

The exactness condition is closely related to uniform embeddability. In-
deed, every exact group is uniformly embeddable (see [27], [15]) and at present
there is no example of a uniformly embeddable group which is not exact.
However, exactness has some advantages over uniform embeddability — for
example the class of exact groups is closed under group extensions (see [23]),
whereas closure under extensions for uniformly embeddable groups is not
known at present (but see [11]).

Rather than give a detailed account of exactness we shall present just
one of several equivalent formulations of exactness (see [27]). For a fuller
treatment of the topic the reader is referred to [2] or [31].

9. Definition. — A countable discrete group is exact if there exists a
sequence of positive-definite kernels φn : Γ × Γ → R with the following two
properties:

(i) For every finite set F ⊂ Γ and every ε > 0 there is an N such that

g−1
1 g2 ∈ F ⇒ φn(g1, g2) > 1− ε, ∀n > N.

(ii) For every n there is a finite set F ⊂ Γ such that

φn(g1, g2) 5= 0 ⇒ g−1
1 g2 ∈ F.
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6. Theorem. — Let K be a field. Every countable subgroup of GL(n,K)
is exact.

Remark. — We adopt the definition that an uncountable discrete group
is exact if its reduced C∗-algebra is an exact C∗-algebra. (For countable
groups this assertion is equivalent to the definition above [27].) It is not
difficult to see that a discrete group is exact precisely when all of its count-
able subgroups are exact. Consequently, the previous theorem holds for any
subgroup, countable or not.

A countable discrete group is exact if and only if all of its finitely
generated subgroups are exact ([31], [11]). Therefore it suffices to prove The-
orem 6 for finitely generated subgroups of GL(n,K). Having restricted our
attention to finitely generated subgroups we may also assume that the field
K is finitely generated. Therefore we assume that K is a finitely generated
field and that Γ is a finitely generated subgroup of GL(n, K).

The characterization of exactness we are using (which we are taking
as the definition) is formally very similar to the characterization of uniform
embeddability given in Proposition 3. It is therefore not surprising that the
proof of Theorem 6 has much in common with that of Theorem 2. We begin
by recalling the necessary facts from Section 4.

Let K be a field and let d be a discrete valuation on K. We decompose
the group G = GL(n, K) as a product

G = PH,

and fix, for each g ∈ G, a decomposition g = ph. We define a map G → P by
g = ph 3→ p; as explained in the proof of Proposition 6 this map is isometric.
In Lemma 6 we constructed certain positive-definite functions φm : P → R.
These lift to P -invariant positive-definite kernels, which we extend to positive
definite kernels on G using the map G → P above:

φm(p1h1, p2h2) = φm(p−1
1 p2).

According to the properties of the φm described in Proposition 6, and the
fact that the map G → P is isometric, the positive-definite kernels on G =
GL(n, K) so constructed have the following properties:

(i) For every C > 0 and ε > 0 there exists m such that

%d(g
−1
1 g2) ≤ C ⇒ |1− φm(g1, g2)| < ε.

(ii) For every m there exists B > 0 such that

φm(g1, g2) 5= 0 ⇒ %d(g
−1
1 g2) < B.
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(In fact any sufficiently large m will work in (i).)
We proceed similarly in the case of an archimedean valuation d on K.

The proof of Proposition 5 exhibits a sequence of positive-definite functions
φm on the solvable group P ⊆ GL(n,C) which we again convert to positive-
definite kernels on GL(n,K) ⊆ GL(n,C), using the fact that GL(n,C) is
the product of P and the compact group U(n). We obtain positive-definite
kernels on GL(n, K) with same properties (i) and (ii) above.

Putting the two constructions together we obtain the following result:

11. Lemma. — Let {dj} be a sequence of valuations on K, each either
discrete or archimedean. Let {εj} and {Aj} be positive sequences. There exist
positive-definite kernels φj on GL(n,K) such that

(i) If %j(g
−1
1 g2) ≤ Aj, then |1− φj(g1, g2)| < εj.

(ii) For every j there exists a constant Bj such that if %j(g
−1
1 g2) > Bj,

then φj(g1, g2) = 0. -.

We now construct new positive-definite kernels on finitely generated sub-
groups of GL(n, K) by combining the positive-definite kernels associated to
a sequence of valuations on K. To do so we need the following fact:

12. Lemma. — Let X be any set.

(i) The pointwise product φ1(x1, x2)φ2(x1, x2) of two positive-definite ker-
nels is again a positive-definite kernel.

(ii) Should it converge, the product
∏∞

j=1 φj(x1, x2) of a countable family
of positive-definite kernels is again positive-definite.

Remark. — The convergence hypothesis is that for every x1, x2 ∈ X the
finite products

∏J
j=1 φj(x1, x2) converge pointwise as J →∞. It is permissible

that the limit be zero.

Proof. — The first statement is proved in [12, Corollary 5.5]. The sec-
ond statement follows from the first, since a pointwise limit of positive-
definite kernels is positive-definite. -.

Remark. — Thanks to the first part of the lemma, we can square the
positive-definite functions which appear in Lemma 11 and thereby assume
that they have the additional property φj(g1, g2) ≥ 0. This we shall do with-
out further comment below.

Proof (Proof of Theorem 6). — Let K be a finitely generated field and
let Γ ⊆ GL(n, K) be a finitely generated subgroup. (We reduced to this case



THE NOVIKOV CONJECTURE FOR LINEAR GROUPS 23

earlier.) Let R ⊆ K be the ring generated by the coefficients of the matrices
in Γ , and let {dj} be an R-proper family of valuations on K. Let F be a
finite subset of Γ and let ε > 0. For each j, let Aj be a constant such that

g−1
1 g2 ∈ F ⇒ %j(g

−1
1 g2) ≤ Aj,

and let {εj} be a positive sequence such that
∏

j(1−εj) ≥ 1−ε. Now let {φj}
be a sequence of positive-definite kernels on GL(n, K) with the properties
described in Lemma 11. Form the product

φ(g1, g2) =
∏

j

φj(g1, g2),

which in view of Lemma 12 is a positive-definite kernel on GL(n, K). If
g−1
1 g2 ∈ F then φj(g1, g2) > 1− εj, for all j, and therefore

g−1
1 g2 ∈ F ⇒ φ(g1, g2) > 1− ε.

If φ(g1, g2) 5= 0 then of course φj(g1, g2) 5= 0, for all j, and from this it follows
that %j(g

−1
1 g2) < Bj, for all j, where the constants Bj are as in Lemma 11.

As a result, it follows from the definition of the length functions and of an
R-proper family that there is a finite set FB ⊆ Γ such that

φ(g1, g2) 5= 0 ⇒ g−1
1 g2 ∈ FB.

Inspecting Definition 9, we see that we have proved the exactness of Γ . -.

As an application of Theorem 6 we obtain the following counterpart
to Kasparov’s proof of the Novikov conjecture for discrete subgroups of Lie
groups [21]. With it we complete the proof of the first theorem of the Intro-
duction and the associated applications to the Novikov conjecture.

7. Theorem. — Every countable subgroup Γ of an almost connected Lie
group is exact, and therefore uniformly embeddable into Hilbert space. As a
result, for such Γ the Baum-Connes assembly map (1) is split injective for
every Γ -C∗-algebra A.

Proof. — Assume first that Γ ′′ is a countable subgroup of a connected
Lie group G. Using the adjoint representation of G we see that there is an
extension of groups

1 → Z → Γ ′′ → Γ ′ → 1

where Z is abelian (in fact central in Γ ′′) and Γ ′ is linear [17]. Since the
class of exact groups is closed under extensions, and since both Z and Γ ′

are exact, it follows that Γ ′′ is exact.
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In the general case, if Γ is a subgroup of an almost connected Lie
group then there is an extension

1 → Γ ′′ → Γ → F → 1,

where F is a finite group and where Γ ′′ is a subgroup of a connected Lie
group. Since F and Γ ′′ are exact it follows that Γ is exact too. -.

7. An Application to Relative Eta Invariants

Atiyah, Patodi and Singer [4] introduced a real-valued invariant η̃ρ(M)
of an odd-dimensional, smooth, closed and oriented manifold M , equipped
with a finite-dimensional unitary representation ρ : π1(M) → U(k) of its
fundamental group. Although this invariant is not homotopy invariant, the
third author has shown [33], using the Novikov Conjecture for subgroups of
GLn(Q), that for homotopy equivalent manifolds M and M ′ the difference
η̃ρ(M ′)− η̃ρ(M) is a rational number. In this section we shall use the main
result of this paper to improve this result.

8. Theorem. — Let M and M ′ be homotopy equivalent smooth, closed
and oriented, odd-dimensional manifolds with fundamental group π and let
ρ : π → U(k) be a finite-dimensional unitary representation. Let

R = { p a prime : ρ[π] has an element of order p }.

There is a positive integer S, all of whose odd prime factors belong to R,
such that η̃ρ(M)− η̃ρ(M ′) ∈ 1

SZ.

Remark. — When R is empty, or if π is torsion-free, the third author
has conjectured that η̃ρ is a homotopy invariant [32]. If R is non-empty, then
the “integrality” statement above is, in some sense, the best possible, aside
from the special role of the prime 2.

Proof. — The idea of the proof of Theorem 8 is as follows. Define Γ to
be the linear group ρ[π]. We shall realize the invariant η̃ρ(M) (in R modulo
Z[12 ]) as the image of [M ] ∈ KOn(BΓ )[12 ] (the K-homology class determined
by the signature operator of M) under a map

KOn(BΓ )[12 ] −→ R
/
Z[12 ]. (8)

We shall also construct a map

KOn(BΓ )[ 1
2R ] −→ Kn(C∗

red(Γ ))[ 1
2R ] (9)

with the following properties:
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(i) Thanks to Theorem 2, the map is (split) injective.
(ii) The image of the K-homology class [M ] ∈ KOn(BΓ )[ 1

2R ] under this
map is a homotopy invariant.

(Here and subsequently, if A is an abelian group then A[ 1
2R ] denotes the

tensor product with the ring obtained from Z by inverting 2 and the elements
of R.) After inverting R in (8) we see right away that if M and M ′ are
homotopy equivalent then the relative eta-invariants η̃ρ(M) and η̃ρ(M ′) are
equal in R /Z[ 1

2R ], as required.
The map (8) is constructed as follows. Let Ωm(X) denote the m-dimensional,

smooth, oriented bordism group of the space X (thus classes in Ωm(X)
are represented by maps φ : N → X where N is a closed, oriented, m-
dimensional, smooth manifold). The direct sum Ω∗(X) = ⊕mΩm(X) is a mod-
ule over Ω∗(pt), which is itself a ring. The map which sends [N ] ∈ Ω4k(pt)
to Sign(N), and which is zero on all components Ωm(pt), where m is not
divisible by 4, is a ring homomorphism from Ω∗(pt) to Z[12 ]. Using it, we
can form the tensor product

Ω∗(X)⊗Ω∗(pt) Z[12 ].

The tensor product is naturally a Z/4Z-graded abelian group, and according
to Sullivan’s “Conner-Floyd theorem” [26] the signature operator provides an
isomorphism

Ω∗(X)⊗Ω∗(pt) Z[12 ]
∼= KO∗(X)⊗ Z[12 ] ⊆ K∗(X)⊗ Z[12 ]. (10)

Now let X = BΓ . According to the APS index theorem [3], the relative
eta-invariant η̃ρ defines a homomorphism

Ω∗(BΓ )⊗Ω∗(pt) Z[12 ] → R/Z[12 ]. (11)

This is because if [N ] = [N ′] in the left hand side then there is a compact
manifold mapping to BΓ whose boundary is the disjoint union of 2a copies
of N , the same number of copies of −N ′ and product manifolds Ai×Bi with
Sign(Ai) = 0. Since η̃ρ(A×M) = Sign(A) · η̃ρ(M) (see [13]) the product man-
ifolds have trivial relative eta-invariant, and since the relative eta-invariants
of all the boundary components add up to an integer (by the APS index
theorem) we see that

η̃ρ(N) = η̃ρ(N
′) ∈ R/Z[12 ],

as required. Putting together (10) and (11) we obtain the map (8) that we
need.

It remains to define the map (9). There is a natural map

KOn(BΓ )[12 ] −→ Kn(BΓ )[12 ] (12)
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which is split injective.2 Now the left-hand side of the Baum-Connes assembly
map (1) (in the case of trivial coefficient C∗-algebra A = C) is the Kasparov
equivariant K-homology of the classifying space EΓ for proper Γ -actions (we
shall denote this by KΓ

n (EΓ )). See [6]. There is a natural map

Kn(BΓ ) −→ KΓ
n (EΓ ) (13)

and after inverting R this map becomes a split-injection. Indeed if BΓ is
the quotient of EΓ by Γ then there is a map from KΓ

n (EΓ ) to Kn(BΓ ) for
which the composition

Kn(BΓ ) → KΓ
n (EΓ ) → Kn(BΓ )

is induced by the natural map from BΓ to BΓ . Standard arguments show
that the induced map is an isomorphism after inverting the primes in R
(compare Lemma 2.8 in [25]). Putting together (12) and (13) and compos-
ing with the Baum-Connes assembly map, which is itself split injective by
Theorem 2, we obtain the split injection (9). The fact that the class [M ]
is homotopy invariant in the image follows from the homotopy invariance of
the K-theoretic index of the signature operator (see [6] again for references).
-.
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(avec un appendice de Marc Burger). Astérisque, (175):158, 1989. With an appendix by M. Burger.

13. P. B. Gilkey. Invariance Theory, the Heat Equation, and the Atiyah-Singer Index Theorem, volume 11
of Mathematics Lecture Series. Publish or Perish, Inc., 1984.

14. M. Gromov. Asymptotic invariants of infinite groups. In Geometric group theory, Vol. 2 (Sussex, 1991),
volume 182 of London Math. Soc. Lecture Note Ser., pages 1–295. Cambridge Univ. Press, Cambridge,
1993.

15. E. Guentner and J. Kaminker. Exactness and the Novikov conjecture and addendum. Topology,
41(2):411–419, 2002.

16. U. Haagerup. An example of a nonnuclear C∗-algebra, which has the metric approximation property.
Invent. Math., 50(3):279–293, 1978/79.

17. S. Helgason. Differential Geometry, Lie Groups, and Symmetric Spaces, volume 80 of Pure and Applied
Mathematics. Academic Press, New York, 1978.

18. N. Higson. Bivariant K-theory and the Novikov conjecture. Geom. Funct. Anal., 10(3):563–581, 2000.

19. N. Higson and G. Kasparov. Operator K-theory for groups which act properly and isometrically on
Hilbert space. Electron. Res. Announc. Amer. Math. Soc., 3:131–142 (electronic), 1997.

20. N. Higson and G. Kasparov. E-theory and KK-theory for groups which act properly and isometrically
on Hilbert space. Invent. Math., 144(1):23–74, 2001.

21. G. G. Kasparov. Equivariant KK-theory and the Novikov conjecture. Invent. Math., 91(1):147–201,
1988.

22. G. G. Kasparov and G. Skandalis. Groups acting on buildings, operator K-theory, and Novikov’s
conjecture. K-Theory, 4(4):303–337, 1991.

23. E. Kirchberg and S. Wassermann. Permanence properties of C∗-exact groups. Doc. Math., 4:513–558
(electronic), 1999.

24. S. Lang. Algebra. Addison-Wesley, Menlo Park, CA, 2nd edition, 1984.

25. W. Lück and R. Stamm. Computations of K- and L-theory of cocompact planar groups. K-Theory,
21(3):249–292, 2000.

26. I. Madsen and R.J. Milgram. The classifying spaces of surgery and cobordism of topological manifolds.
Princeton Univ. Press, 1970.

27. N. Ozawa. Amenable actions and exactness for discrete groups. C. R. Acad. Sci. Paris Sér. I Math.,
330(8):691–695, 2000.

28. M. Pimsner and D. Voiculescu. Exact sequences for K-groups and Ext-groups of certain cross-product
C∗-algebras. J. Operator Theory, 4(1):93–118, 1980.

29. J.P. Serre. Trees. Springer-Verlag, Berlin, 1980. Translated from the French by J. Stillwell.

30. G. Skandalis, J. L. Tu, and G. Yu. The coarse Baum-Connes conjecture and groupoids. Topology,
41(4):807–834, 2002.

31. S. Wassermann. C∗-exact groups. In C∗-algebras (Münster, 1999), pages 243–249. Springer, Berlin, 2000.

32. S. Weinberger. Homotopy invariance of η-invariants. Proc. Natl. Acad. Sci., 85:5362–5363, 1988.

33. S. Weinberger. Rationality of ρ-invariants. Math. Z., 223:197–246, 1996. Appendix to “Jumps of the
eta-invariant”, by M. Farber and J. Levine.

34. G. Yu. The coarse Baum-Connes conjecture for spaces which admit a uniform embedding into Hilbert
space. Invent. Math., 139(1):201–240, 2000.

35. R. J. Zimmer. Kazhdan groups acting on compact manifolds. Invent. Math., 75(3):425–436, 1984.

E. G.
University of Hawai‘i, Mānoa
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